Infrared Face Recognition: A Review of the State of the Art

by Reza Shoja Ghiass, Abdelhakim Bendada and Xavier Maldague

Computer Vision and Systems Laboratory, Laval University, Quebec City (Quebec) G1V 0A6, Canada,
reza.shoja-ghiass.1@ulaval.ca, bendada@gel.ulaval.ca, maldagx@gel.ulaval.ca

Abstract

In this paper a review of the state of the art has been presented on Infrared face recognition. A comprehensive review of the state of the art has been already done in [1] in 2008. Our review is a complement of the mentioned work [1] with more emphasis given to more recent or more important publications. Initially, we will review the basic important works on Infrared Face Recognition before 2008. Afterwards, we will focus on the recent works which are not reviewed in [1]. Finally, we will draw the conclusions.

1. Introduction

Face recognition has become one of the most attractive research areas among the researchers from research fields such as image processing, pattern recognition, neural networks, computer vision, computer graphics, and psychology because of the wide range of commercial and law enforcement applications and the availability of feasible technologies after 30 years of research in visible face recognition [2]. As we know, very reliable biometrics such as fingerprint, retina and iris exist. The question, therefore, is which advantages make Face biometric to be superior compared to the other ones? The answer is that Face recognition is unobtrusive. So, it doesn’t rely on the cooperation of the subject so, the system can recognize the identity of the person without his/her knowledge. As a result, the overall identification procedure can be also decreased.

Visible face recognition suffers from some severe problems such as the illumination dependency problem which significantly decrease the efficiency of the system, especially, in the outdoor applications. To overcome this limitation, several solutions have been investigated. One solution is using 3D data obtained from 3D vision devises. Such systems are less dependent to the illumination changes. They can also work with rotated faces in multi-view applications. But they have some disadvantages: The cost of such systems is high, their processing speed is low and some artifacts are produced due to speculation [3]. By the way, they are not able to easily handle the facial expression changes.

Another solution for the mentioned limitation is using infrared facial images. The infrared spectrum is divided into four bandwidths: Near-IR (NIR), Short-wave-IR (SWIR), Medium-wave-IR (MWIR) and Long-wave IR (Thermal IR). Out of the four bandwidths Thermal IR has received the most attention in the literature. In the past years, NIR has also received some attention, but SWIR and MWIR have not been investigated very well. Thermal IR sensors measure the emitted heat energy from the object and they don’t measure the reflected energy. Thermal spectrum has some advantages: Thermal images of the faces can be obtained under every light condition even under completely dark environments. By the way, they are somewhat robust to facial expression. Thermal energy emitted from the face is less affected to the scattering and the absorption by smoke or dust than reflected visible light. Thermal IR images also reveal anatomical information of face that makes it capable to detect disguises [4]. But, Thermal face recognition suffers from some problems. It is subject to environmental temperature, emotional, physical and health conditions. Drinking alcohol can also affect the thermal image of face. Another problem of the thermal spectrum is the opaqueness to eyeglasses. This makes a large portion of the face wearing eyeglasses to be occluded in thermal images. So, some information around the eyes will be loosed. Each of the mentioned problems has opened a new research line on the thermal face recognition to overcome the thermal face recognition limitations which even now are the lines of research: some researchers have suggested fusing the information from thermal and visual to improve the face recognition rates and solve the opaqueness problem [5]. There are two general categories for Fusion: Decision fusion and data fusion. In the decision fusion, scores obtained from each modality are combined to obtain the total score, while in the data fusion the fusion is done by using a combination of pixel values in the facial images obtained from the two modalities. A simple example for data fusion is a weighted sum of pixel intensity values obtained from each sensor data. Some other researchers have proposed to get the thermal face images and extract the vascular networks [6], [7] while the others have proposed the use of blood perfusion data [8] in order to overcome the ambient temperature dependency problem in thermal face recognition.
Because of the mentioned problems with thermal face recognition, and the illumination dependency problem of the visible face recognition, some researchers have proposed using active near infrared in face recognition. The Near-IR band is the reflective part of the infrared spectrum. It falls between the visible light band and the thermal infrared band. So, it has the advantages of both visible light and thermal infrared. An important property of NIR spectrum is its invisibility to human eyes. This property makes active Near-IR illumination unobtrusive [9]. An important research field in NIR face recognition has been introduced by Pan et al. [10] by using hyper spectral images in NIR band. Recently the researchers have developed the use of multi spectral images to visible face recognition to cope the illumination dependency problem of visible face recognition [11].

In this paper we review all of the mentioned aspects with more emphasis given to more recent or more important publications. The first review on infrared face recognition has been done by Kong et al. [5]. A more recent review of the state of the art on IR Face Recognition has been done by Akhloofi and Bendada [1]. In our study a complement review of the state of the art for [1] has been done on Infrared face recognition. The outline of this paper is as follows: in section 2 we review the initial important works on Infrared face recognition done before 2008. In section 3 we study some of the important works which have been published after 2008 and are not reviewed in [1]. Finally, we will draw the conclusions in section 4.

2. A brief review of literature before 2008

In this section we give a brief review to the important publications in the literature before 2008. We review this section in two parts. Firstly, we review the early publications before 2000. Secondly, we study the important works on infrared face recognition published after 2000.

2.1 The early publications on Infrared Face recognition (1992-2000)

The first work on thermal face recognition was conducted in MIKOS Corporation [12] in 1992. MIKOS Corporation demonstrated that the facial thermograms are unique for each individual. In this context, Prokoski et al. patented the use of thermal images for face recognition by analyzing the elemental Shapes in facial thermograms [13]. Wilder et al. [14] presented one of the first works on infrared face recognition. They compared the relative performances of three face recognition algorithms for visible and IR images. They also computed the performance of their system when the visible and infrared information are fused. In their work, they did not consider significant illumination changes for visible images, and temperature changes for IR images. Their work was the first work on fusion of infrared and visible modalities in face recognition.

Cutler [16] was one of the first researchers who used the eigenface [15] method in the infrared face recognition. Three views points were used in his study (frontal, 45 degree and profile) and for each view the subject had two expressions (normal and smile). He concluded that the infrared face recognition compares favourably with visible face recognition. Afterwards, many researchers used the eigenface method as a part of their face recognition system.

One of the first infrared face recognition systems was introduced by Yoshitomi et al. [17] in 1997. They focused on the lighting problem in face recognition and suggested infrared face recognition as a solution. The authors developed a method for face recognition by using Thermal Image Processing Technique.

2.2 The important publications on Infrared Face recognition (2000-2008)

In [18], Socolinsky et al. presented an illumination invariant face recognition system in Long-Wave Infrared imagery spectrum. In [19], the authors defined an initial framework for quantitatively analyzing the illumination invariance of thermal IR imagery of faces. They concluded that the quantitative change to thermal IR imagery of faces due to illumination changes is comparable but a little greater than changes produced by facial expression changes and temporal camera noise. They also estimated the high emissivity of human facial skin quantitatively. In [20] and [21] the authors continued their previous work in [18] by evaluating the performance of the recognition system using LDA [22], LFA [23], Eigenfaces and ICA [24] algorithms. Their results showed that LWIR imagery of human faces is superior to visible imagery in recognition. It should be noted that while their data collection included many challenging situations for visible modality, it didn’t contain sufficiently challenging ones for LWIR.
In [25] the authors used thermal infrared and visible imagery for face recognition in operational scenarios in both indoor and outdoor. They examined the performance of the system for outdoor face recognition and face recognition across multiple sessions. They collected the training set at an earlier time and in a different location. While the visible imagery was affected by changes in outdoors illumination, thermal imagery was affected both indoors and outdoors by some challenging factors such as physical activity of subjects and weather conditions. Their experimental results showed that under controlled lighting conditions, visible imagery has a better performance for indoors. For all of the algorithms that they used, outdoor recognition performance was worse for both visible and thermal modalities, with a sharper degradation for visible one. Their experiments also showed that fusion of both imaging modalities improves performance, even when they used a simple combination rule. Finally, they concluded that face recognition performance with thermal infrared imagery is stable over multiple sessions.

Chen et al. [26], [27], [28] focused on a very important factor in infrared face recognition which was the time difference between training and test images in the galleries. First they didn’t consider time elapse in testing the system. In this case, they claimed that there is no consistent difference between the performance of visible and IR Infrared. Afterward, the authors focused on time elapse. They concluded that visible imagery is better than IR in time-lapsed recognition. But there was an important hint in their experiments: The sets of mismatched probes of the two classifiers for the two modalities did not overlap necessarily. This hint suggested that these two modalities may have complementary information about the probe. So, the authors combined the results of the infrared and visible based face recognition systems using some combination rules with three different strategies. Their experimental results indicated that when there was significant time elapse (greater than one week) between the gallery and probe images, the visible face recognition outperforms the infrared one. Their experimental results also showed that the combination of the two modalities outperforms both single modalities. In [29] Sokolinsky et al. also studied the effect of time elapse on face recognition. They noticed that the thermal face recognition performance is lower than the visible one. They concluded that the difference in the performances of the two modalities is significant for a time elapse of at least six weeks.

Another important property of thermal face images were investigated by Friedrich et. al [30]. In this study, they found that the IR images are less affected by changes of pose or facial expression. They proposed an eigenfaces based method for face recognition in IR images. A pre-processing algorithm for detecting facial elements was also used in their work. They found that the IR face recognition is quite superior to visible one when the probe images include highly varying pose and facial expressions.

Pan et al. [10] used hyper-spectral images for face recognition by choosing 31 bands over the near-infrared spectrum. The reason that they used near-infrared hyper-spectral images was that spectral measurements over the near-infrared allow the sensing of subsurface tissue structure of the skin which is unique for each person and is relatively stable over time. The authors measured the spectral variability in human skin and their results showed that there are significant differences in both amplitude and spectral shape of the reflectance curves for the different subjects, while the spectral reflectance for one subject doesn’t change in different trials. The authors also concluded that the local spectral properties of human tissue are nearly invariant to face orientation and expression. This allows hyperspectral discriminants to be used for recognition of faces with different poses and expressions. In this context, the authors described an algorithm to recognize faces with varying poses and expressions over time.

In [31] the authors focused on this hint that both spatial and spectral features in hyperspectral face images are good discriminants for face recognition. It was demonstrated in [31] that the spatial features from different bands are correlated. The authors used the Principle Component Transformation (PCT) to remove this spectral redundancy between different bands. A new multiband algorithm based on spectral eigenfaces was proposed to improve face recognition performance in hyperspectral images. The new algorithm added inter-band constraints to the spatial features. Afterwards, a new multiband image, called spectral-face was proposed to preserve both spectral and spatial properties. In [32] Pan et al. used the hyperspectral imaging for face recognition with changes in head pose and facial expression when the illumination is unknown. The authors modeled the illumination variation in the radiance images by using a low-dimensional linear model for each tissue type and for each subject.

In [50] a physics-based fusion of multispectral images in the visible spectrum was proposed in order to improve face recognition under constant or varying illumination conditions. Physics properties of the imaging system, including illumination, spectral response of the camera, and spectral reflectance of skin were used to fuse the spectral images. The results showed that the multi-spectral fusion based system outperforms the system using gray-level images.

The problem with using multi-spectral images in the NIR band is that there can be big differences in the invisible spectrum in real application environments [9]. For example, there is a great difference in the infrared component between indoor and outdoor. A new approach to cope the illumination dependency problem in face recognition was proposed in [9]. They key idea behind this approach was simple. The difference was taken between two face images captured when
the LED light is on and off. The difference image was the image of a face under just the LED illumination, and was independent of the ambient illumination.

Prokoski et al. anticipated that it is possible to extract the vascular network from thermal facial images as a feature space for face recognition [33]. Buddharaju et al. [6], [7] used this hint and presented a novel approach for face recognition based on the physiological information extracted from the thermal face images. First, they segmented the human face from the background using a Bayesian method. Then, they used image morphology to extract the blood vessels available on the segmented facial tissue. The extracted vascular network was unique for each person. The branching points of the skeletonized vascular network were referred as Thermal Minutia Points (TMPs). These TMPs were similar to the minutia points produced in the fingerprint recognition. In order to classify a test image, first the local and global structures of TMPs were extracted from the skeletonized vascular network. Afterwards, they were matched with the TMPs of the database images. This work had a drawback: The matching method could not overcome the non-linearities in the deformation of the vascular network, due to variations in facial pose and expressions and the experimental results showed high false acceptance rates due to weaknesses of the proposed method in the feature extracting and matching algorithms.

As we know the blood vessels transporting warm blood are reflected in the thermal patterns. So, a model based on the blood perfusion can be used for face recognition. Wu et al. [8] used this hint to improve the performance of the IR face recognition system under different ambient temperatures. They converted the thermal images which are dependant to ambient temperature into the blood perfusion domain by a blood perfusion model to get more stable features against ambient temperature. In their work, the blood perfusion data were derived from the temperature distribution in the thermal patterns, and the obtained physiological data were used for face recognition. But some limitations were considered when proposing the blood perfusion model: 1-The only place of heat exchange was at the skin surface; 2-The testing subjects were in a steady state condition, and hence the deep body temperature was supposed to be constant, and no thermal regulation was considered; 3-The ambient temperature was lower than the body temperature; 4-Pathological (like fever, headache, inflammation etc) and psychological (like nervous, blush etc) conditions, were not considered; 5-The camera was well calibrated, and accurate temperature could be measured. It is obvious that all of these conditions can’t simultaneously be held in real applications. After converting the thermal data into the blood perfusion domain, the features were extracted by the PCA and FLD methods and RBF neural network was used for classification. The experimental results showed that the performance of the system using blood perfusion data significantly outperforms the temperature data. In [34] the authors presented a modified blood perfusion model which was much simpler than the original one in [8]. The experimental results illustrated that the performances of the two models in [8] and [34] were comparable and both models outperformed the thermal data for the same-session data. But, the modified model had some advantage compared to the original one: 1-The modified model proposed in [34] needed less computation time than the original one; 2- When there was time elapse, the performance of the modified blood perfusion model outperformed the original one.

3. The most Recent Works on Infrared Face Recognition (2008 to present)

In this section we give a brief review to the state of the art on Infrared Face Recognition. Considering the previous works which were reviewed in section 2, we divide the recent works into three main categories: 1-Thermal Face Recognition; 2-Physiology Based Face Recognition; 3- Multi-Spectral Face Recognition. Our focus is on the works which have been published from 2008 to present and have not been reviewed in [1].

3.1-Thermal Face Recognition

A very recent study on comparison of thermal, visible and range images has been done by Mian [35]. He presented a comparison of three different modalities of the face. Unlike previous studies which used face recognition rate as a criterion, the author used the amount of variation as a comparison criteria. His conclusions were not surprising! He concluded that visible images capture more interpersonal variation in the human faces compared to thermal IR and range images. In order to reduce the intrapersonal variations in Infrared face recognition, Akhloufi and Bendada [36] proposed the use of Bayesian approaches. These approaches permit to reduce intrapersonal variation. So, they are suitable to be used in infrared face recognition. The authors used this hint and presented a new approach for face recognition in the infrared spectrum based on a probabilistic Bayesian framework [36]. Their experimental results showed that the proposed technique gives promising results when sufficient number of face images is used in an intrapersonal learning process.
As mentioned before, thermal face recognition has attracted the most attention in the Infrared Face Recognition. One of the recent works on this field has been presented by Bhowmik et al. [37]. They used Log-polar transform to achieve rotation and scaling invariant images. Afterwards, they applied the eigenface (PCA) algorithm to these transformed images and used a multilayer perceptron for classification. In [38] the authors claimed that with the presence of some factors such as illuminations and facial expressions, the linear dimensionality reduction methods such as PCA cannot model the data efficiently. They suggested using Kernel approach to overcome these limitations. For this reason, they examined Kernel Principle Component Analysis (KPCA) and Kernel Fisher’s Linear Discriminant Analysis (KFLD). The main contribution of their work was a fusion scheme performed at nonlinear transformed domain. The IR and visible feature components were extracted by the kernel methods and then were fused using GA (Genetic Algorithms) for obtaining an optimal fusion of both modalities. Their experimental results showed that using GA as the combination method and KFLD as the feature extracting method has the best performance for simultaneously handling the problems of single modality face recognition and linear dimension reduction methods.

Another method to combine the visual and thermal face images for face recognition was presented in [39]. The method consisted of a feature extracting stage and a fusion stage. The feature extraction stage was the combination of geographical gravity center of the blood vessel in which the branching appears. Bifurcation points can be extracted from the blood vessel network in a similar way as fingerprint. The authors claimed that the Face print is unique for each person and can be used in face recognition. An Euclidian distance transform was applied to the face prints to get an invariant representation for face recognition. The

3.2- Physiology Based Face Recognition

In section 2 we indicated that the authors in [8] used blood perfusion data instead of thermal data for face recognition. They examined the recognition system with PCA and FLD methods as feature extracting algorithms. As mentioned before, those feature extracting methods cannot model the data efficiently with the presence of some factors such as illuminations and facial expressions. They also suffer from some other problems such as complexity of computation, large memory units and small samples. To overcome these latter problems, some researchers have proposed the face recognition methods based on sparse representation [40]. Curvelet Transformation [41] is an effective sparse representation method that has a good directional and edge demonstration abilities which makes it suitable to be used in infrared face recognition. In [42]-[44], the authors proposed a fast infrared face recognition system using Curvelet transformation. First thermal images were converted into blood perfusion data. Afterwards, the converted images were decomposed into their Curvelet subbands to extract the principal features. Finally, the nearest neighbor algorithm was used for classification. The experimental results showed that the proposed system has better performance than the PCA based systems and it requires less computations and memory units.

In [45], Buddharaju et al. modified their previous work [7] in order to solve its indicated drawbacks. A new vessel segmentation post-processing algorithm that removes fake vascular contours was proposed in [45]. A new vascular network matching algorithm that is robust to non-linear deformations due to facial pose and expression variations was also proposed. The new matching method used the dual bootstrap iterative closest point (ICP) matching algorithm [46] in order to register test and database vascular networks. The authors compared their experiments with their previous work to evaluate the performance of the new method. The results showed that the dual bootstrap ICP is superior to the TMP matching algorithm. The results also confirmed that the new algorithm show good performance when there are facial pose variations between gallery and test images.

In [47], the authors tried to improve the robustness of the thermal face patterns as a biometrics by refining the Buddharaju’s approach by proposing the bifurcation points of the thermal pattern and the geographical gravity center of the thermal face region as some extra features in addition to the minutiae points. A bifurcation point is a place in the blood vessel in which the branching appears. Bifurcation points can be extracted from the blood vessel network in a similar way as fingerprint. The authors suggested using the Modified Hausdorff Distance (MHD) [48] to measure the similarity between feature sets. Their experimental results showed that using geographical gravity center as an extra feature improves the accuracy of the system significantly. They concluded that the thermal face patterns have a reasonable discriminating power as a biometric, but their accuracy is lower than other main biometrics.

Ahkloufi and Bendada [49] proposed an approach for face recognition in the infrared spectrum by using thermal face prints. In the proposed approach, physiological features were extracted from the thermal images in order to build a thermal face print. The obtained physiological features are related to the distribution of blood vessels under the face skin. The authors claimed that the Face print is unique for each person and can be used in face recognition. An Euclidian distance transform was applied to the face prints to get an invariant representation for face recognition. The
Euclidean distance between the distance transformed images was used in order to classify the transformed images in the face recognition system. The authors claimed that promising results were achieved.

3.3- Multi-Spectral Face Recognition

Multispectral imaging sensors have the capability of measuring the spectral information within a wide range of wavelengths. By using the multispectral imaging, one is capable to get an image with emphasize and/or suppress the contribution of the images from distinct narrow spectral bands. As it was indicated before, Pan et al. [10] used near-infrared hyper-spectral images for face recognition with different pose and expressions. But they did not consider the illumination changes in their work. In order to overcome the illumination changes problem, Chang et al. [11], [51] proposed using narrowband spectral images instead of broadband images. An automated band selection algorithm was developed to choose the optimal band images under given illumination conditions. The authors believed that certain spectral bands contain more information than the others for multispectral image fusion. In this context, they proposed an illumination-specific spectral range selection algorithm that defines a minimum set of narrow spectral bands to improve face recognition performance in the visible domain. In [52] the authors discussed about a framework for multispectral and thermal imaging system in the visual and infrared spectrum. They also studied on multi-spectral and thermal image fusion. They concluded that a subset of spectral bands can be selected for fusion without degradation in face recognition performance by using the weight values determined based on the filter transmittance, spectral response of imaging sensor, illumination distribution, and skin reflectance.

4. Conclusions

In this paper, a review on the state of the art in Infrared Face Recognition has been done. The main reason that the researchers have been interested in face recognition is that the identity recognition systems based on the other biometrics need the cooperation of the subject with the system, but this is not the case for the face biometric. One of the main problems in the visible face recognition is the illumination dependency problem. In order to solve this problem, the use of Infrared face recognition has been suggested. Among the infrared sub-bands, Thermal infrared and Near Infrared have received more attention than Short Wavelength and Medium Wave length infrared.

Thermal infrared has some attractive properties which makes it interesting for face recognition. For example, it is not subject to the illumination changes of the environment. On the other hand it is somewhat robust to facial expression and the pose of the face. It also reveals anatomical information of face that is useful in detecting disguised faces. But, thermal infrared has some drawbacks. It is subject to environmental temperature, emotional, physical and health conditions. Another problem of the thermal infrared is the opaqueness to eyeglasses which make a large portion of the face wearing eyeglasses to be occluded. This tends some information around the eyes not to be accessible in the thermal face images. It has been also shown that thermal face recognition doesn't show satisfying results when there is a large time elapse between testing and training data. In order to solve the opaqueness problem, most of the researchers have suggested the fusion of information from visible with thermal data. In order to solve the environmental temperature dependency problem of the thermal images, the use of physiological information of the face has been suggested.

As another way to overcome the illumination dependency problem in visible face recognition, some researchers have proposed the use of active near infrared, because of the mentioned limitations of the thermal imagery. An important property of NIR spectrum is its invisibility to human eyes which makes it unobtrusive. Recently, the use of Hyperspectral imagery in both Near Infrared and Visible bands has been suggested to overcome the illumination dependency problem of traditional face recognition systems. Multispectral imaging sensors have the capability of measuring the spectral information within a wide range of wavelengths. By using the multispectral imaging, one is capable to get an image with emphasize and/or suppress the contribution of the images from distinct narrow spectral bands.

LWIR and SWIR have not been investigated very well in the Face Recognition. With the decrease in the cost of the infrared cameras, and the great potential of the infrared face recognition in solving the problems of the visible face recognition, a growing research interest in each of the four infrared sub bands is expected in future.
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