On-off modulated thermography of composite material and signal processing
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Abstract

To extract the phase information from the waved signal in on-off MT, the discrete Fourier series (DFS) correlation coefficient and cosine distance method were proposed and compared with traditional ones. A glass fiber reinforced plastic (GFRP) specimen with artificial embedded defects was detected by on-off MT. The image sequences were processed with 4-point method, DFT, S method, correlation coefficient method and cosine distance method respectively, and several ways of selecting reference signal were discussed. The results were quantitatively compared by SNR and shows that, the proposed three methods are effective in on-off MT as well as in sinusoidal MT.
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1. Introduction

Composite materials are widely used in aerospace structure thanks to their high specific strength, high specific rigidity, vibration resistance and corrosion resistance. To satisfy the increasing safety level, nondestructive testing (NDT) of composite materials is necessary. In the last two decade, with the development of infrared and signal processing technology and the effort of many research groups, infrared thermography became an attractive NDT technique, and was considered as an useful tool for NDT&E of aerospace materials[1-3]. There are several active thermographic techniques[3], such as pulsed thermography (PT)[4], modulated thermography (MT) known as lock-in thermography (LT)[5-6], vibrothermography (VT) [7]and so on. By comparison to PT, MT requires lower heat energy, is less sensitive to non-uniform heating and non-uniform skin emissivity, and has better adaptability to curved surface, but requires longer testing time. MT occupies an important position in IR NDT, and has been successfully used in inspection of aerospace materials[2-6], concrete[8] and some other materials The classic signal processing technique for MT is the well known four-point method which is deduced from sinusoidal signal. A big error will occur in the phase information obtained by the four-point method when the signal processed is not sinusoidal signal. As a facility tool of frequency domain analysis, Fourier transform has good effect in PT [4,9] as well as in MT.

In this paper, on-off modulated thermography of composite materials and its image sequence processing are studied. The classic signal processing methods are reviewed. In order to extract the phase information of the non-sinusoidal signal in on-off MT, discrete Fourier series (DFS) method, correlation coefficient method and cosine distance method are proposed. The processing results were quantitatively compared by the SNR of defects.

2. Signal processing methods of MT

2.1. Four-point method

The most frequently used method to process MT signal is four-point method which retrieves the phase $\phi$ and magnitude $A$ from four equidistant signal data points $S_1$, $S_2$, $S_3$ and $S_4$ recorded during one cycle of the modulation:

$$\phi = \arctan \left( \frac{S_3 - S_1}{S_4 - S_2} \right)$$

$$A = \sqrt{(S_3 - S_1)^2 + (S_4 - S_2)^2}$$

The basic four-point method is exact only for sinusoidal waveform and is affected by noise. The noise can be decreased in part by averaging of several data points in one cycle or multiple cycles.

2.2. Discrete Fourier series method

If the signal $x(t)$ $(0 \leq t < T, \ T$ is the width of the truncation time window) is extended to a periodic signal whose period is $T$ (angular frequency $\omega_0 = \frac{2\pi}{T}$), then $x(t)$ $(0 \leq t < T)$ can be described in frequency domain by Fourier series (FS) expansion:

$$x(t) = a_0 + \sum_{k=1}^{\infty} \left( a_k \cos k\omega_0 t + b_k \sin k\omega_0 t \right) = A_0 + \sum_{k=1}^{\infty} A_k \cos(k\omega_0 t + \phi_k)$$

with
\[ a_0 = A_0 = \frac{1}{T} \int_0^T x(t)dt \]  
(4)

\[ a_k = \frac{2}{T} \int_0^T x(t) \cos k \omega_0 t dt \]  
(5)

\[ b_k = \frac{2}{T} \int_0^T x(t) \sin k \omega_0 t dt \]  
(6)

\[ A_k = \sqrt{a_k^2 + b_k^2} \]  
(7)

\[ \phi_k = \text{arctan} \left( \frac{-b_k}{a_k} \right) \]  
(8)

where \( A_0 \) is the DC part, \( k = 1, 2, 3 \).

Suppose \( N \) equidistant data points are sampled in each period \( T \), then the sampling interval is \( T_s = T / N \), the data points are at time \( t = n T / N \) \((n = 0, 1, 2, L, N-1)\). Let \( x(n) \) express the discrete form of \( x(t) \) after sampling, then the discrete form of Eq.(3), i.e. the discrete Fourier series (DFS) is given by:

\[ x(n) = A_0 + \sum_{k=1}^{\infty} \left[ a_k \cos \frac{2k \pi n}{N} + b_k \sin \frac{2k \pi n}{N} \right] = A_0 + \sum_{k=1}^{\infty} A_k \cos \left( \frac{2k \pi n}{N} + \phi_k \right) \]  
(9)

With

\[ a_0 = A_0 = \frac{1}{N} \sum_{n=0}^{N-1} x(n) \]  
(10)

\[ a_k = \frac{2}{N} \sum_{n=0}^{N-1} x(n) \cos \frac{2k \pi n}{N} \]  
(11)

\[ b_k = \frac{2}{N} \sum_{n=0}^{N-1} x(n) \sin \frac{2k \pi n}{N} \]  
(12)

\[ A_k = \sqrt{a_k^2 + b_k^2} \]  
(13)

\[ \phi_k = \text{arctan} \left( \frac{-b_k}{a_k} \right) \]  
(14)

When \( T \) takes \( k \) times of the modulation period in \( MT \), the amplitude and phase at the modulation frequency is given by \( A_k \) and \( \phi_k \) respectively.

2.3. Discrete Fourier transform method

If the signal \( x(t) \) \((0 \leq t < T, T \) is the width of the truncation time window) is sampled with sampling interval \( T_s = T / N \), then the discrete signal \( x(n) \) \((n = 0, 1, 2, L, N-1)\) is obtained and can be analyzed in frequency domain with discrete Fourier transform (DFT).

The DFT is expressed as

\[ X(k) = \frac{1}{N} \sum_{n=0}^{N-1} x(n) e^{-j \frac{2 \pi kn}{N}} \]  
\((k = 0, 1, 2, L, N-1)\)  
(15)

The inverse DFT (IDFT) is expressed as

\[ x(n) = \sum_{k=0}^{N-1} X(k) e^{j \frac{2 \pi kn}{N}} \]  
\((n = 0, 1, 2, L, N-1)\)  
(16)

where \( N \) is the number of the discrete data points, \( n \) the serial number of the discrete data in time domain, \( x(n) \) the signal value at the time \( t = n T_s \), \( k \) the serial number of the discrete data in frequency domain,
\( X(k) \) the data value at the frequency \( f = kf_0, \ f_0 \) the frequency resolution.

When \( T \) takes \( k \) times of the modulation period in MT, the amplitude and phase at the modulation frequency can be derived from \( X(k) \), i.e. \( A_k = |X(k)|, \ \phi_k = \angle X(k) \).

Another form of Eq.(15) is
\[
X(k) = \frac{1}{N} \sum_{n=0}^{N-1} x(n) \cos \left( \frac{2\pi kn}{N} \right) - j \frac{1}{N} \sum_{n=0}^{N-1} x(n) \sin \left( \frac{2\pi kn}{N} \right) = a_k - jb_k
\]

with
\[
a_k = \frac{1}{N} \sum_{n=0}^{N-1} x(n) \cos \left( \frac{2\pi kn}{N} \right)
\]
\[
b_k = \frac{1}{N} \sum_{n=0}^{N-1} x(n) \sin \left( \frac{2\pi kn}{N} \right)
\]

The amplitude and phase corresponding to \( X(k) \) is
\[
A_k = \sqrt{a_k^2 + b_k^2}
\]
\[
\phi_k = \arctan \left( \frac{b_k}{a_k} \right)
\]

By comparing Eqs. (18)–(21) with Eqs. (11)–(14), it can be known that, the amplitude solved by DFT is half of that by DFS, and the phase is the same. This is due to fact that DFT describes the signal in two side frequency domain, but FDS does in single side.

2.4. Correlation method

Since the cross correlation function of two periodic signals is still a periodic signal with the same period and the phase information can be kept, it can be applied to retrieve the phase-shift of the two signals. Due to fact that the noise and the reference signal are not correlated, the correlation method can extract the effective information from a signal disturbed by noise.

Assume the signal \( x(t) \) is a periodic signal whose period is \( T \), then it can be expressed by Fourier series as Eq. (3). Select \( y_1(t) = \cos \omega t \) and \( y_2(t) = \sin \omega t \) as two reference signals, when \( T \rightarrow \infty \) or \( T \) equals an integer times of \( T \), consider the orthogonality of harmonic functions, the cross correlation functions of \( x(t) \) with \( y_1(t) \) and \( y_2(t) \) are
\[
R_{y_1y_1}(0) = \lim_{T_1 \rightarrow \infty} \frac{1}{T_1} \int_0^{T_1} x(t) y_1(t) dt = \frac{A_1}{2} \cos \phi_1
\]
\[
R_{y_2y_2}(0) = \lim_{T_1 \rightarrow \infty} \frac{1}{T_1} \int_0^{T_1} x(t) y_2(t) dt = -\frac{A_1}{2} \sin \phi_1
\]

respectively. The phase and amplitude at the angular frequency \( \omega \) is given by
\[
\phi_1 = \arctan \left( -\frac{R_{y_2y_2}(0)}{R_{y_1y_1}(0)} \right)
\]
\[
A_1 = 2 \sqrt{R_{y_1y_1}(0)^2 + R_{y_2y_2}(0)^2}
\]

Let \( x(n), \ y_1(n) \) and \( y_2(n) \) express the discrete form of \( x(t), \ y_1(t) \) and \( y_2(t) \) after sampling respectively. If there are \( N \) sampling points in one period \( T \) (i.e the sampling interval is \( T_s = T / N \)), when \( N_1 \rightarrow \infty \) or \( N_1 \) is an integer times of \( N \), the discretization forms of Eqs. (22) and (23) can be expressed as
\[
R_{y_1y_1}(0) = \frac{1}{N_1} \sum_{n=0}^{N_1-1} x(n) y_1(n)
\]

and
\[ R_{xy}(0) = \frac{1}{N_1} \sum_{n=0}^{N_1-1} x(n) y(n) \]  
(27)
respectively.

The phase and amplitude at the angular frequency \( \omega \) then can be obtained by substituting Eqs. (26) and (27) into Eqs. (24) and (25).

By comparing Eqs. (24)~(27) with Eqs. (11)~(14), it can be seen that \( \varphi_1 \) and \( A_1 \) derived by correlation method has no difference with \( \varphi_{k=1} \) and \( A_{k=1} \) derived by DFS in trigonometric function form.

Although DFS, DFT and correlation method are three different analysis means, there is no essential difference in their computation processes and results, and the obtained phase is the same, therefore, their phase extraction abilities are equivalent.

2.5. Correlation coefficient method and included angle cosine method

Consider the thermal signal with \( N_1 \) sampling points as a \( N_1 \)-dimension vector, then the signal can be analyzed by the methods to describe the similarity of two vectors. Here correlation coefficient (CC) method and included angle cosine (IAC) method are presented.

Assume the discrete form of the temperature signal \( x(t) \) and \( y(t) \) are \( x(n) \) and \( y(n) \) respectively, where \( n \) designates the time increment, then the correlation coefficient is expressed as:
\[ \rho_{xy} = \frac{\sum_{n=0}^{N_1-1} [x(n) - \mu_x][y(n) - \mu_y]}{\sqrt{\sum_{n=0}^{N_1-1} [x(n) - \mu_x]^2 \cdot \sum_{n=0}^{N_1-1} [y(n) - \mu_y]^2}}, \quad (-1 \leq \rho_{xy} \leq 1) \]  
(28)
where \( \mu_x \) and \( \mu_y \) are the DC parts of \( x(t) \) and \( y(t) \) respectively.

The included angle cosine is expressed as:
\[ Q_{xy} = \frac{\sum_{n=0}^{N_1-1} x(n) y(n)}{\sqrt{\sum_{n=0}^{N_1-1} x^2(n) \sum_{n=0}^{N_1-1} y^2(n)}}, \quad (-1 \leq Q_{xy} \leq 1) \]  
(29)
By comparing Eq. (28) with Eq. (29), it can be seen that the difference between the correlation coefficient and the included angle cosine is whether the DC component is subtracted before.

The correlation coefficient is actually the correlation coefficient function at zero time, and its continuous form is expressed as:
\[ \rho_{xy}(0) = \frac{\lim_{T_1 \to \infty} \int_{T_1}^{T_1} [x(t) - \mu_x][y(t) - \mu_y] dt}{\sqrt{\lim_{T_1 \to \infty} \int_{T_1}^{T_1} [x(t) - \mu_x]^2 dt \cdot \lim_{T_1 \to \infty} \int_{T_1}^{T_1} [y(t) - \mu_y]^2 dt}} = \frac{R_{xy}(0) - \mu_x \mu_y}{\sigma_x \sigma_y}, \quad (-1 \leq \rho_{xy}(0) \leq 1) \]  
(30)
where \( R_{xy}(0) \) is the correlation function at 0 time, \( \sigma_x \) and \( \sigma_y \) the standard deviation of \( x(t) \) and \( y(t) \) respectively.

In a similar way, the continuous form of the included angle cosine is expressed as:
\[ Q_{xy} = \frac{\lim_{T_1 \to \infty} \int_{T_1}^{T_1} x(t)y(t) dt}{\sqrt{\lim_{T_1 \to \infty} \int_{T_1}^{T_1} x^2(t) dt \cdot \lim_{T_1 \to \infty} \int_{T_1}^{T_1} y^2(t) dt}} = \frac{R_{xy}(0)}{x_{rms} y_{rms}}, \quad (-1 \leq Q_{xy} \leq 1) \]  
(31)
where \( x_{rms} \) and \( y_{rms} \) are the root mean square values of \( x(t) \) and \( y(t) \) respectively.
If \( \mu_x = 0 \) and \( \mu_y = 0 \), then
\[ \rho_{xy}(0) = Q_{xy} \]  \hspace{1cm} (32)

If \( x(t) \) is a general periodic signal expressed as Eq. (3), and \( y(t) \) is selected as
\[ y(t) = \mu_y + B_y \cos(\omega t + \phi_1) \]  \hspace{1cm} (33)
we have
\[ R_{xy}(0) = \mu_x \mu_y + \frac{A_y B_y}{2} \cos(\phi_1 - \phi_1) \]  \hspace{1cm} (34)

Substitute Eq. (34) into Eq. (30), we have
\[ \rho_{xy}(0) = \frac{A_i}{\sqrt{2} \cdot \sigma_x} \cos(\phi_1) \quad (-1 \leq \rho_{xy}(0) \leq 1) \]  \hspace{1cm} (35)

So the correlation coefficient has a proportional relation with \( \cos(\phi_1 - \phi_1) \).

Substitute Eq. (34) into Eq. (31), we have
\[ Q_{xy} = \frac{A_i}{\sqrt{2} \cdot x_{rms}} \cos(\phi_1 - \phi_1) + \frac{\sqrt{2} \cdot \mu_x \mu_y}{B_y x_{rms}} \quad (-1 \leq Q_{xy} \leq 1) \]  \hspace{1cm} (36)

So the included angle cosine has a linear relation with \( \cos(\phi_1 - \phi_1) \). Specially, if \( \mu_y = 0 \), the included angle cosine has a proportional relation with \( \cos(\phi_1) \).

Similarly, if \( y(t) \) is selected as
\[ y(t) = \mu_y + B_y \sin(\omega t + \phi_1) = \mu_y + B_y \cos(\omega t + \phi_1 - \pi / 2) \]  \hspace{1cm} (37)
we have
\[ \rho_{xy}(0) = \frac{A_i}{\sqrt{2} \cdot \sigma_x} \cos(\phi_1 - \phi_1 + \pi / 2) \quad (-1 \leq \rho_{xy}(0) \leq 1) \]  \hspace{1cm} (38)
\[ Q_{xy} = \frac{A_i}{\sqrt{2} \cdot x_{rms}} \cos(\phi_1 - \phi_1 + \pi / 2) + \frac{\sqrt{2} \cdot \mu_x \mu_y}{B_y x_{rms}} \quad (-1 \leq Q_{xy} \leq 1) \]  \hspace{1cm} (39)

Both correlation coefficient method and included angle cosine method need a reference signal. Let \( x_i(n) \) be the signal corresponding to the pixel \( i \) in thermal image sequence, and \( y(n) \) be the reference signal, one can calculate the arc cosine of the correlation coefficient and/or the arc cosine of the included angle cosine between \( x_i(n) \) and \( y(n) \), and draw an image according to the phase values although the arc cosine values are not the real phase \( (\phi_1 - \phi_1) \) or \( (\phi_1 - \phi_1 + \pi / 2) \). The reference signal \( y(n) \) has several choice: the data in defect area, sound area, and mixed area, the mean value of all pixels, a sinusoidal (or cosine) signal with the modulation frequency.

3. Experiment and data processing

3.1. Experimental setup

The schematic illustration of the experimental setup is shown in Fig. 1. The specimen was periodically heating by halogen lamps (total 1.1kW) controlled by an on-off controller at a modulation frequency. The surface temperature field was recorded by an infrared camera with 320×240 pixel configuration. The computer and application program were used to integrate the whole system and implement the image sequence processing.
The specimen was a GFRP panel of 2.5 mm thickness containing 2 artificial Teflon® inserts of 6 mm diameter at 1 mm depth, as shown in Fig. 2. Every insert consists of two 0.1 mm-thick Teflon layers.

3.2. Data processing

The modulation period was set to 32s, the sampling interval was set to 2s, and 5 cycles data was recorded in the stationary regime, so 80 images was acquired by the infrared camera. The surface temperature evolution at one of the pixels is shown in Fig. 3. A typical raw image is shown in Fig. 4(a). No defect information can be seen in the raw image because of uneven heating and noise.

The phase images obtained by the average 4-point method, DFS method, correlation coefficient (CC) method and included angle cosine (IAC) method and are shown as Fig. 4(b)–(o) respectively. The reference signal for the last two method was selected as the data in defect area, sound area, and mixed area, the mean value of all pixels, a sinusoidal and cosine signal with the modulation frequency respectively, as indicated in the figures.
3.3. Effect analysis

In the on-off MT, the defects are hardly identified in raw images because of the uneven heating and noise, while the uneven heating and uneven emissivity effects can be decreased by some signal processing methods and the defect information is enhanced greatly in the resulting phase images.

From the visual point of view for Fig.4, the phase image acquired by IAC method is better than 4-point, DFS and correlation method.

To compare the methods quantitatively, the signal-to-noise ratio (SNR) defined as Eq.(40) was used.

$$ S = \frac{|\bar{\varphi}_d - \bar{\varphi}_{nd}|}{\sigma_{nd}} $$(40)

where $\bar{\varphi}_d$ and $\bar{\varphi}_{nd}$ are the mean pixel value (phase) in defect and non-defect area respectively, and $\sigma_{nd}$ the standard deviation in non-defect area.

The selected defect areas, as indicated by two circles in Fig.3(i), are kept in the fixed positions while calculating the SNR of all the images listed in Fig.4. It can be seen from Fig.4 that:

1. The phase solved by DFS is a real phase at a frequency, and its SNR is greater than 1, so DFS is a effective method.
2. The SNR of the phase image solved by average 4-point method is less than 1, that means effect information is obscured by noise, thus, 4-point method is not fit for on-off MT well.
3. Although the phase obtained by correlation coefficient method is not the real phase, the SNR, when reference signal comes from a cosine signal, approximates that of DFS. It means correlation coefficient method is effective.
4. Although the phase obtained by IAC method is not the real phase, the defect information is clear for most reference-signal cases, and the SNR is greater. However, the detection effect depends on the reference signal to some extent.

4. Conclusion

1. On-off MT is feasible to detect defects in composite materials.
(2) Four-point method and average four-point method are confined to process sinusoidal (or cosine) signals and susceptible to noise. However, DFS (as equivalent as DFT and correlation method) method, correlation coefficient method and included angle cosine method can process any periodical signals and are not susceptible to noises, they are promising in on-off MT as well as in sinusoidal MT.

(3) The correlation coefficient method has the similar result with DFS if selecting a sinusoidal (or cosine) signal with the modulation frequency as the reference signal.

(4) The included angle cosine method is an effective method because the SNR is great and the way to choose the reference signal is more flexible than correlation coefficient method. The sinusoidal (or cosine) signal with the modulation frequency is firstly recommended as the reference signal.
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