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Abstract 
Among the applicability of infrared thermography we find the iron and steel industry, where the inspection and the 
maintenance of machines play a significant role in this field to avoid breakdowns and damages.  The inspection using 
Infrared thermography technology can be conducted efficiently   by   keeping   a   distance   from   the   inspected 
equipment.  There  is  no  need  to  halt  equipment  operation while  an  inspection  is  going  on.  Since the collection of 
information   for   inspection   is contactless,   hazardous operations can be avoided. The main information gained from 
this technology is in the form of thermal image. Any abnormal condition of an inspected object will be reflected as an 
abnormal spot. The objective of this work is to visualize the anomalies existing in iron and steel industry during an 
inspection of some machines using A40 Flir camera. Then, we threshold these images in order to show the zone of 
interest and we make comparison between a few thresholding methods of thermal images obtained to choose the best 
one. 
 
1.   Introduction 

One area where IRT has played an important role is in the Iron and steel industry. This type of industry is categorized as 
a heavy industry with high investment cost, operational cost, and maintenance cost, along with high requirements for 
safety. Any problem found in the operating facilities must be detected early since breakdown of equipment will affect 
other equipment or even the entire operation of the plant. Maintenance should be scheduled properly and regularly 
because the shutdown or startup of equipment cannot be carried out abruptly as it is related to the operational cost and 
the overall system’s performance. 
The plant maintenance profits for a long time from the use of the thermal cameras. The decisive advantage of 
thermography is to allow the estimate of equipment’s quality in normal exploitation, without stopping of the machines and 
before the effective failure. Of course, it is necessary that degradation leads to an evolution of the distributions of 
temperatures: what is very often the case. Thermography reveals what will arrive, if anything is not done. 
Thermal image segmentation is a critical preprocess step in image analysis and pattern recognition [1–4]. Thresholding 
is one of the most important and effective techniques, and plays a key role when segmenting obtained images with 
distinctive gray levels corresponding to object and background. Its aim is to find an appropriate threshold for separating 
the object from the background. Thresholded result is a binary image where all pixels with gray levels higher than the 
determined threshold are classified as object and the rest of pixels are assigned to background, or vice versa. The 
technique can serve a variety of applications, such as biomedical image analysis [5], handwritten character identification 
[6], automatic target recognition [7] and change detection [8]. Thresholding methods can be classified into parametric 
and nonparametric approaches [9–17]. The former assumes gray level distribution of each class obey a given 
distribution, usually a normal distribution, and finds the optimal threshold by estimating the parameters of the distribution 
using the given histogram. This typically leads to a nonlinear estimation problem of expensive computation. The latter 
usually determines the optimal threshold by optimizing certain objective function, such as between-class variance [11], 
variance [13], entropy [14–16] and energy [17]. The non parametric approach is proved to be more robust and accurate 
than the parametric one.  
The remainder of this paper is organized as follows: Section 2 introduces three thresholding methods. The performance 
of the studied methods is tested on a variety of images of steel and industry equipments and compared the results with 
other methods in Section 3. Conclusions appear in Section 4. 
 
2.   Thresholding algorithm 
 
In this section, three thresholding methods, i.e., Otsu’s, fuzzy c means clustering and LIW’s methods, are first briefly 
reviewed, and also discussed.  
 
2.1   Histogram based thresholding 
 
2. 1. 1   Definition 
Let the pixels of the image be represented by L gray levels {0, 1, 2,…, L-1}. The number of pixels in level i is denoted by 
hi and the total number of pixels is denoted by N. To simplify, the gray level histogram is normalized and regarded as the 
estimation of probability distribution function 
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Suppose we divide the pixels into two classes C0 and C1 by a threshold value at k. C0 and C1 denote pixels with levels 
[0,1,…,k] and [k+1,…,L-1], respectively. The probabilities of class occurrences ω, class mean levels μ, and class 
variance for both classes is given by: 
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μT and σT are respectively the total mean and standard deviation. 
 
2.1.2. Otsu’s Variance Method 
 
Otsu [11] suggested minimizing the weighted sum of within-class variances of the object and background pixels to 
establish an optimum threshold. Recall that minimization of within-class variances is equivalent to maximization of 
between-class variance. To measure the thresholding performance, a criterion measure is introduced by Otsu: 

2

2

T

B
σ

ση =                                                                                                                                         (3) 

Where ( )2
11

2
00

2 )( TTB μμωμμωσ −+−=  
is the between-class variance which can be simplified to  
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The optimal threshold optk  is given by maximizingη , or equivalently maximizing 2
Bσ , since 2

Tσ is independent of k. 

{ }2max Bkoptk σ=                                                                                                                                 (5) 

 
2.2   fuzzy c means clustering method 
The goal of a clustering analysis is to divide a given set of data or objects into a cluster, which represents subsets or a 

group [18]. The partition should have two properties: 

1- Homogeneity inside clusters: the data, which belongs to one cluster, should be as similar as possible.  

2- Heterogeneity between the clusters: the data, which belongs to different clusters, should be as different as possible.  

The membership functions do not reflect the actual data distribution in the input and the output spaces. They may not be 

suitable for fuzzy pattern recognition. To build membership functions from the data available, a clustering technique may 

be used to partition the data, and then produce membership functions from the resulting clustering. 

“Clustering” is a process to obtain a partition P of a set E of N objects xi (i =1, 2,…, N), using the resemblance or 

disemblance measure, such as a distance measure d. A partition P is a set of disjoint subsets of E and the element Ps of 

P is called cluster and the centers of the clusters are called centroids or prototypes. Many techniques have been 

developed for clustering data. In this paper c-means clustering is used. It’s a simple unsupervised learning method which 

can be used for data grouping or classification when the number of the clusters is known. It consists of the following 

steps: 

Step 1: 

Choose the number of clusters - K 

Step 2: 

Set initial centers of clusters c1, c2,…, ck; 

Step 3: 

Classify each vector 

x1 = [x11 , x12 ,....x1n ]T into the closest center ci by Euclidean distance measure: 
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Step 4: 

Recompute the estimates for the cluster centers ci let ci= [ci1, ci2,....cin ]T 

Cim  be computed by: 
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Where Ni is the number of vectors in the i-th cluster. 

Step 5: 

If none of the cluster centers (ci =1, 2,…, k) changes in step4  

Stop; otherwise go to step 3. 

2. 2. 1 C-means algorithm 
The criterion function used for the clustering process is: 
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Where: 

x1,….xn -‘n’ data sample vectors; 

v1,…,vc  -‘c’ denotes cluster centrers (centroids); 

u=uik matrix, where uik cxm is the i-th membership value of the k-th input sample xk, and the membership values satisfy 

the following conditions: 
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The Fuzzy Logic Toolbox command line function, fcm, starts with an initial guess for the cluster centers, which are 

intended to mark the mean location of each cluster. The initial guess for these cluster centers is most likely incorrect. 

Next, fcm assigns every data point a membership grade for each cluster. By iteratively updating the cluster centers and 

the membership grades for each data point, fcm iteratively moves the cluster centers to the right location within a data 

set. 

2.3 Local Intensities Weighting (LIW)  
Otsu method assumed that the criterion function as in Eq. (7) was always unimodal, but as shown by Kittler and 

Illingworth [19] that this assumption is not always hold in general. They showed some class of image statistics: unimodal, 

bimodal, trimodal, or multimodal and the Otsu criterion function for this kind of images is not always unimodal. They 

proposed another criterions supposing that the criterion function of Otsu method of an image is not unimodal. It was also 

stated that the unimodal histogram will be characterized by a unimodal objective function of Otsu method.  

In thresholding the image, the Otsu method used the histogram of image. The criterion function is derived from this 

histogram. Rather than proposing a new criterion to improve Otsu method, this paper takes on a different strategy. The 

idea is to make the thermal image always has the unimodal histogram. To achieve this, a local neighborhood operation 

(which we call LIW) is applied to the thermal image before passing it to the Otsu method for detection of the defect.  

is an exponent weight factor. 
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This technique will brighten the bright area and darken the dark area. It is assumed that the defect is represented by 

the brighter area, and the background or sound area is the darker area [20]. Therefore, the defective pixels will be shifted 

to 255 and non-defective pixels tend to 0 values.  

Consider a pixel f(i, j) in a thermal image with its 8-connectivity configuration as shown in Fig.2, where: 

 z1 = f(i-1, j-1), z2 = f(i-1, j), z3 = f(i-1, j+1), z4 = f(i, j-1), z5 = f(i, j), z6 = f(i, j+1), z7 = f(i+1, j-1),  

z8 = f(i+1, j)                                                                                                                                           ( 7 )                                                   

And z9 = f(i+1, j+1).  

 
 

Fig.1. Liw window 
 

Weighted intensities pixel g(i, j) for a new image is defined as a multiplication of the pixels reside in the local window 

as defined in Eq. (8). Fig.3 illustrates the weighting process. This is done through out the entire image as a convolution 

process. These values are then normalized by dividing with the maximum value.  

g(i,j) = z1*z2*z3*z4*z5*z6*z7*z8*z9                                                                     (8)  

 
Fig. 2. Liw operation 

3- Thermographic measurements 

Thermography is a convenient, non contact method for making temperature field measurements [21]. The data of the 
temperature field can be used to obtain information on thermal phenomena which occur during the working process. The 
vision system elaborated within the framework of the research described in this work has been assigned to steel and iron 
process. The system has included hardware and software parts. The hardware part has consisted of a camera and a 
portable PC to make recordings in real time. The main task of this part was to observe the process by means of IR 
camera. The device used was a FLIR ThermaCAM A40 imaging system. It has a 240×320 pixels focal-plane-array 
uncooled microbolometer detector, with a sensitive range of 7.5-13 mm. Imaging and storage was made at a frequency 
rate of 50Hz. The PC is equipped by powerful software that is ThermaCam Researcher 2.9, this software is used to 
analyse dynamic IR radiation records including the emissivity calculations. 
 
Table 1. Specification of thermo-cam 

Thermo-cam                - Solide state, uncooled micro bolometer detector, 
                                        7.5 to 13 µm                         
(FLIR-A 40 series)       -  -40°C to +2000°C   storage temperature range  

    - Solide object materials and emissivity: 0.1 to 0.95    
    - For short distance, humidity is default value of 50% 

                                       - 0.08°C at 30°C thermal sensitivity 
 
 

 
z1*z2*z3*z4*z5*z6*z7*z8*z9
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4.  Results and discussion 
With using infrared camera and appropriate software used for analysis of thermal images, we have possibility to detect in 
concrete installation area possessing highest temperature and measure the temperature in real-time. In this section we 
will present the result’s obtained using thresholding methods. Indeed, the inspection made on the level of Iron and steel 
plants using an infrared camera allows the visualisation of some defects existing on the latter. 
 

     
 

     
 

Fig. 3. Thresholding results of iron and steel industry images: (a) original, (b) gray image, (c) Otsu’s method, (d) Fuzzy c-
means’s method, (e) LIW’s method 

 
5.  Conclusion 
 
Infrared thermography proved very useful for the detection and determination of defects in Iron and Steel industry, but 
because of the complexity of the structure and the performance of the machines, many precautions must be taken during 
the input and interpretation of thermographic data. In this study, we have investigated the effectiveness of three 
thresholding methods through infrared thermal images of Iron and Steel plant. To evaluate the quality of these 
thresholding techniques, we have made a comparison between the resulted binary images and we have seen that LIW 
method give a good detection of interest zone (defect zone) than Fuzzy c-means and Otsu methods. The proposed 
approach allows a non-destructive inspection, it improves the Iron and steel process maintenance and gives a global 
quality evaluation and reduces the quality control cost. Since there is only a single infrared camera needed which makes 
a fast evaluation possible. 
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