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Abstract 

This work presents an approach to automatically create 3D thermal models using multi-perspective 
measurements with a multimodal camera system consisting of a thermal camera and a depth camera. Additional 
attributes such as color can also be added to the model. The paper centers its attention on the geometrical calibration of 
the cameras and the validation of the results. The design of an adequate calibration target is discussed and different 
options are evaluated. To expose the applicability of the approach two inspection tasks are used as examples. 

1. Introduction 

Motivation and Problem Statement 

Thermal imaging has become a helpful and widely used tool for inspection and control tasks in industrial 
applications [1,2]. Since a single thermal image alone is often not sufficient in large and complex inspections tasks and 
self-explanatory (i.e. on sceneries where temperature gradients are small or when dealing with large objects), additional 
data like color photos, position and orientation of the camera, environment conditions, thermograms of the surrounding 
area due to limited FOV or close-ups are required for documentation and decision making. Visual images, for example, 
can be used for enhancing thermal image segmentation algorithms since visual images give a different representation of 
the scene (complementary information). Thermal imaging can also be used as complementary information where the 
main used modalities are from another nature (i.e. spatial or color data as main source of information). Taking this into 
account, the fusion of thermal and spatial information is considered in this work by using a thermal camera and a depth 
camera for obtaining 3D-thermal models (see Figure 1).  

 

 
Figure 1. a: Multimodal system with a Jenoptik IR-TCM 640 thermography camera and Microsoft Kinect depth 

camera. b - e: 3D-thermal model of a fridge. Fridge (back) (b: color – c: thermal); Fridge (front) (d: color – e: thermal). 

State of the Art 

The fusion of thermal and spatial information has gained attention in the last years, especially in fields where 
the spatial data is used as main source of information (i.e. building modeling [3,4,5,6]). In some applications, the 3D-
thermal models are built by using image-processing techniques [6,7]. In many other applications a multi-sensor system is 
used where at least one thermal camera is required as thermal information source. Spatial data can be obtained by 
means of different sensors, such as:  

 
• Laser range finder [8,9] 
• Depth camera [3,10] 
• Visual camera [11,12] 
• Second thermal camera [13] 

 
All these multi-sensor systems have to be calibrated in order to know the spatial relation between the sensors. This can 
be carried out using a calibration target [10,14,15,16]. When the system is calibrated, a 3D thermal representation from 
the scene can be obtained. However, in the above-mentioned publications the design and suitability of the calibration 
target is not well-explained or considered at all. Different camera positions and orientations are also often not considered 
to create a complete 3D representation of the whole scene (not just limited by the FOV of the camera).  

http://dx.doi.org/10.21611/qirt.2014.035



2. Thermal and Depth Information Fusion 

System Description 

A stereo-multimodal system based on a thermal camera (Jenoptik IR-TCM 640, Focal length: 30 mm, FOV: 
30ºX23º, Spectrum: 7 𝜇m - 14 𝜇m, image size: 640x480) and a depth camera (Microsoft Kinect, Focal length: 6.1 mm, 
FOV: 57ºX45º, image size: 640x480) was used in this application. The cameras were arranged in a way that their lenses 
were horizontally aligned (see Figure 2 (left)). They were attached to each other using Velcro sheets and a damping 
band between the contact surfaces of the two cameras. Zip ties were also used to make the connection more rigid. 

 
Figure 2: a: Stereo-multimodal system setup. b: Field of view (FOV) relationship between the cameras.  

Because of the different field of views (FOVs) of the cameras (see Figure 2 (right)), it is expected that the 
spatial data as well as the thermal data are not completely used. 

 
Figure 3: Pinhole Camera Model 

Geometric Model 

For geometrically describing the system, first each camera was considered as a pinhole camera. In the pinhole 
camera model, the relation between the 3D world and the 2D image is described through a perspective projection 
[17,18]. An actual pinhole camera has no optical distortion, since the light travels in a straight light through the pinhole 
(see Figure 3). However, the path of light in a lens is quite complex because of the number of elements and the physical 
phenomena involved. The tangential and radial distortion of the camera can be modeled adding a special term to the 
pinhole-camera equations. The following pinhole camera based equations are widely accepted for describing camera 
projections: 
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where 𝒑 = 𝑝!! , 𝑝!! , 𝑝!!
!
 is a 3D point in the camera coordinate system, 𝑢, 𝑣 ! is a point in the image 

coordinate system, 𝒌 = 𝑘!, 𝑘!, 𝑘!, 𝑘!, 𝑘!  is a vector of the  radial and tangential distortion parameters and 𝑲 is a positive 
definite matrix called the camera matrix ( 𝑓! , 𝑓! : focal length scaling factors, 𝑢!, 𝑣! : principal point). 𝑲 and 𝒌 are called 
the camera intrinsic parameters. The variables 𝑟,𝑚,𝑛, 𝑠 and 𝑡 are intermediate variables that are used to simplify the 
representation of the equations. The spatial relation between the arranged/fixed cameras (normally horizontally aligned) 
of the system is represented by means of a 4x4 transformation matrix 𝑻 composed by a 3x3 rotation matrix 𝑹 and a 3x1 
translation vector 𝒕. 

               𝑻 = 𝑹 𝒕
0 1                                                              (5) 

Using this transformation matrix, a 3D point 𝒑 in the coordinate system of one of the cameras can be 
transformed into the coordinate system of the other one. This means that pixels from one camera image can be mapped 
to another camera image since the depth (spatial) information of the scene is known. With the matrix 𝑻 and the intrinsic 
parameters of both cameras a point 𝑢!, 𝑣! !from the depth camera image can be mapped into the thermal image 
( 𝑢! , 𝑣! !) by using the following equations: 
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where 𝒑𝑫 is a 3D point on the depth cameras coordinate system, 𝑑 the depth information from the depth image, 𝑑𝑖𝑠𝑡 the 
distortion function described by equation (3), 𝑲𝑫 the depth camera matrix, 𝒌𝑫 the distortion coefficients of the depth 
camera, 𝒑𝑻 a 3D point on thermal cameras coordinate system, 𝑲𝑻 the thermal camera matrix and 𝒌𝑻 the distortion 
coefficients of the thermal camera. 

Geometric Camera Calibration 

In order to find the intrinsic parameters of a camera it is necessary to carry out a calibration process (geometric 
calibration). In this work a widely accepted calibration method described in [19] was used. It requires a flat calibration 
target that contains several detectable markers in known positions (calibration pattern). Once the calibration pattern is 
detected in the images, a calibration algorithm is carried out relating the image coordinates and the spatial coordinates of 
the detected markers (features). Similarly, for finding the spatial relation between the two cameras one image it is 
required from each camera (simultaneously taken) of a common calibration target (stereo calibration). By means of an 
algorithm that uses the intrinsic parameters (obtained from the geometric calibration) of each camera for finding the 
position and rotation of the calibration target with regard to each camera the transformation matrix 𝑇 (equation 5) is 
obtained. This means that the markers of the calibration target have to be suitable for both cameras. Taking this into 
account, different materials and calibration features were tested for designing a suitable target. 

3. Calibration Target 

As it was mentioned above, the geometric calibration of cameras and stereo camera systems is generally 
carried out using a flat calibration target. This target contains detectable features for the camera arranged in a known 
pattern. In a thermal camera, the information obtained from it is related to the reflected infrared (IR) rays of the objects in 
the scene. Materials with a high emissivity do not absorb much infrared energy so they reflect most of the IR-rays back. 
For that reason, calibration targets made of materials with different emissivities are suitable for thermal camera 
calibration (e.g. PCB (Printed Circuit Board). 𝜀!"! = 0.99, 𝜀!"#$  !"#$%& = 0.0575). In [14,20,11], for example, aluminum was 
used due to its high emissivity. In [10] Styrofoam was used. 

The Kinect obtains the spatial information of the scene based on an IR-light pattern detected by a near-IR 
camera. This means that the depth data as well as the near-IR data from the Kinect can be used for its geometric 
calibration. When dealing with depth images, calibration targets made of transparent materials [21] or with holes [10] are 
suitable because they create a depth change in the scene. For near near-IR images, since the near-IR spectrum is close 
to the visual spectrum, materials for calibration of normal cameras (e.g. paper [22]) can be used while illuminating them 
i.e. with a halogen lamp. 
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Target Classification 

Considering the overview in the literature, targets can be classified into different categories (see Figure 4). 
Based on its working principle, a target can be passive or active. Passive targets don’t use external energy sources for 
being detectable by the sensor. They exploit the emissivity 𝜀 of their material. Active targets use external energy sources 
to be detected (e.g. calibration targets with lightbulbs for thermal camera calibration). A target can be also classified 
based on the features (markers) it uses. Features represent gradient changes of pixel intensities in an image. These 
gradient changes can be obtained by using different kind of features (i.e. corners, circles, lines, rings, etc.).  Depending 
on how the markers are arranged in the calibration target, a target can be structured or unstructured. Structured patterns 
have features arranged in known coordinates (e.g. symmetric/asymmetric grids) whereas features in unstructured pattern 
have unknown positions that have to be measured before any calibration. Table 1 shows some examples of calibration 
targets with their respective classification. 

 

 
Figure 4. Calibration target classification 

Table 1. Examples of calibration targets 

Target 
type 

Checkerboard 
[14] 

Hermann 
grid [10] Square grid [23,24] Asymmetric 

grid 
Unstructured 

[16] 

Picture 

      
Working 
principle Passive Passive Passive Active Passive Passive 

Features Corners Corners Circles Circles Circles Other 
Pattern Structured Structured Structured Structured Structured Unstructured 

Manufacturing Considerations 

One of the goals of designing a calibration target for this multimodal system is to have a suitable, easy to 
manufacture and not expensive target. Active targets require, in most of the cases, electrical devices (e.g. cables, 
lightbulbs, etc.) [12,23], which increases the complexity of the target. Such targets are also expensive and don’t 
guarantee a good precision since they are in most of the cases handmade. For that reason, the design of a passive 
target was carried out considering the working principle of each camera (Thermal camera: IR, Kinect: near-IR structured 
light), the common characteristics between the modalities involved and the intrinsic parameters of the cameras (i.e. FOV 
for designing the size of the target). In order to find the most suitable material, feature, pattern and size, a set of tests 
was carried out using standard camera calibration software (OpenCV [25]) and varying the features, materials and 
patterns of the target.  

Tests of Features and Materials  

Targets used for single thermal and single depth calibration were tested using the thermal, depth and near-IR 
modalities. Paper, PCB, glass and firm cardboard were used (Figure 5). Line intersections (corners) and circles as 
detectable markers (features) arranged in symmetric and asymmetric patterns were tested.  Figure 6 shows the results. 

 

visual camera is used to constitute classical stereoscopic set used for the verification of the results obtained by the 
proposed method. 

The whole system of the cameras was calibrated using a set of algorithms provided by the OpenCV library [9]. 
The algorithms were implemented and integrated with specially designed graphical user interface by means of Builder 
C++ IDE. Figure 6 shows the user interface of the application during the calibration of a stereoscopic set consisting of 
visual and thermal cameras performed using a special calibration object. The calibration object has a typical chessboard 
[3,5,6,9] pattern with white squares covered with aluminum tape to lower the infrared emissivity to make the chessboard 
clearly visible in the thermal image. The temperature of the object was increased by the radiator put behind the board.  

 

 

Fig. 6.  User Interface of the application designed for calibration, acquisition and 3D reconstruction. 

A calibration board was also used as a test object for acquisition of feature points with planar distribution and 
other non-planar objects were used to get feature points in 3D general positions. In figure 7a and 7b the images from 
thermal camera placed in two different positions are presented. The pair of the images a), b) is rectified [9,10] (the 
corresponding points are on the same horizontal lines) and is used for 3D reconstruction. The small white crosses 
indicate the feature points found in the original position of a camera (fig. 1a) and tracked with the camera moved to 
another position (fig.1b). The indicated feature points were found on the images before rectification as the rectification 
process is the result of evaluation of the camera displacement. Rotation matrix R and translation vector T describing the 
change of camera position were extracted from homography matrix H estimated by means of equation set derived from 
corresponding feature points coordinates. Refined values of the translation vector T and rotation vector describing 
rotation axis derived from R are presented in table 1. The extrinsic parameters after refinement with gradient descent 
method were evaluated with reprojection error e=0.047. 
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results in sharper changes of the depth value in place of
the holes, since the depth at those place equals the dis-
tance of objects behind the board. As for the RGB cam-
era, it is intuitive that the visible light passes through the
holes, thus making them visible in the image.

A novel calibration tool, that incorporates the meth-
odology described in this section, has been constructed.
The tool is specially designed to allow easier calibration
between multiple imaging modalities by providing si-
multaneous renderings of the RGB, thermal and depth
cameras.

Figure 6 shows the calibration pattern as viewed from
the RGB camera, the thermal imaging camera and the
depth camera. Figure 7 shows the Graphical User Inter-
face (GUI) of the tool for system calibration developed as
par of this project, which employs the methods described
in this section.

MOTION CAPTURING AND ANALYSIS

Dynamic monitoring of objects is based on tracking
the movement of objects through time. The detection of
their motion is most often performed using marker-bas-
ed techniques where devices called markers are placed on
the key-points of an object, to enable the measurement of
its movement. In human motion detection, one of the most
popular techniques uses reflective markers placed on the
skin of a subject. Although marker motion detection is
precise, popular and simple in concept, this method in-
cludes several limitations, such as the preparation time

for marker placement, required controlled environment
for high quality data acquisition, influence of the at-
tached marker on the subject’s movement and others
(24). On the other hand, as an alternative, markerless mo-
tion detection has grown stronger with the development
of computer vision technology. Until recently, markerless
methods weren’t widely available because of the chal-
lenges of precise capture of human movement.

Although there are methods for human motion detec-
tion and monitoring based on the analysis of consecutive
images from a video sequence such as the one based on
optical flow described in (24), the task of robust interac-
tive markerless human motion tracking has been greatly
simplified by the introduction of real-time depth cam-
eras (9). This study utilized skeletal detection for motion
analysis, based on the method described in (9), and im-
plemented in the Kinect device. The algorithm is robust
and efficient, and can predict the 3D positions of body
joints from a single depth image without any additional
temporal information. Authors in (9) introduced body
part recognition as an intermediate step for human pose
estimation. Synthetic data set of highly varied human
poses is used to train the classification system, based on
very deep decision forests. Simple and depth invariant
features were used to train the classifier (without overfitt-
ing), learning invariance to pose and shape. The final set of
confidence-weighted 3D joint proposals is given by de-
tecting modes in a density function. The results showed a
high correlation between real and synthetic data, and the
intermediate classification and the final joint proposal
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Figure 6. Novel calibration pattern, as seen by the a) RGB camera, b) thermal imaging camera and c) depth camera.

Figure 7. Graphical User Interface (GUI) design of the system calibration tool.

calibration planes. It is noted that the resection process has
a sub-pixel precision; in particular, for the present test the

root mean square error is 0.2067 pixels. In the same con-

ditions, neglecting the lens distortion effect, the root mean
square error is 0.5324 pixels. This error can dramatically

increase if lower quality lenses or more complex optical

paths are used. The experiments were carried out with
synthetic air flow (80% N2, 20% O2) with a total pressure

of 3 bar, a total enthalpy of 4.5 MJ/kg and a Mach number

equal to 9.3. A time sequence of IR images was acquired at
full frame at a frequency of 60 Hz; in Fig. 8 an IR image of

double-cone model is shown. During the test campaign

some IR sequences were also acquired at a reduced frame size
of 320 9 48 in order to increase the frame rate up to 300 Hz

for the purpose of heat transfer calculations. For more infor-

mation about heat transfer values measured in this experi-
mental campaign, please refer to dello Ioio (2008).

The double-cone geometry is quite simple to discretize,

and a mesh has been generated with an in-house code. The
mesh spacing has been chosen to be just slightly higher

than the spatial resolution of the thermograph. As shown in
Fig. 6, the emissivity of MACOR! decreases dramatically

for viewing angle h higher than 70"; as a consequence, the

mesh has been generated only on a limited sector of the
double cone (±40" angle from the vertical direction Z), and

the other points of the surface cone seen by the thermo-

graph have not been used for temperature measurements.
Figure 9 shows the mesh built on the cone. Figure 10

shows an IR image of the model with the projection of the

points of the mesh superimposed.
As explained before the viewing angle was also calcu-

lated. Once the viewing angles are known by Eq. (13),

the emissivity of the model on each point of the mesh is
calculated according to the law reported by Ianiro and

Cardone 2010. A map of emissivity is shown in Fig. 11.

Finally, temperatures on the grid are calculated with
Eq. (14) using the values of UD interpolated on the mesh

nodes. Figure 12 shows the 3D surface temperature map

just before the end of the blowdown shot, when maximum
heating is reached. Separation and reattachment can be

Fig. 7 a Picture of the target;
b IR image of the target

Fig. 8 A typical IR image
Fig. 9 The double-cone surface grid. Only a sector of 30" around the
Z axis is considered and the stainless steel tip is not meshed
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measurements to achieve a deeper knowledge of the façade and to
broaden the variety of studies, as shown in [14] and [15].

Non contact techniques for built up structures survey and doc-
umentation have evolved significantly in the last decade allowing
the metric survey, the image gathering and the 3D modelling of
the whole structure, structural parts and faults through integrated
technologies of high reliability and accuracy. 3D laser scanning
and close range photogrammetry should be considered as expo-
nents of the evolution of the surveying techniques since they
provide clouds of thousands or millions of points measured over
the structure surface within few millimetres accuracy, texture
information and the possibility of building 3D detailed models
of the structure. These techniques have become especially use-
ful as 3D modelling tools in heritage applications, where surfaces
are complex, and the direct contact might be kept to a minimum
[16]; and also in large high structures, where physical access to
the structure involves important risk for operators. Referring to
terrestrial laser scanning (TLS), its applications to building con-
struction are mainly related to state condition studies, as can be
seen in [17] and [18], and stability, as demonstrated in [19] and
[20].

The possibility of combining laser scanning with different tech-
niques has been widely exploited, as can be seen in [20], [21]
and [22], where laser data has been used with ground penetrating
radar and laser induced fluorescence data among others, in order to
achieve multi-sensor information of linear and building structures.
There are also some works where thermography is combined with
laser data so that the first complements the latest, and the two of
them together give users a higher level of knowledge of the object
under study, as shown in [14] and [23].

This article develops a working methodology to combine met-
ric information from the terrestrial laser scanner with thermal
information from the thermographic camera. As a consequence, a
calibration field is designed in order to determine the parameters of
interior orientation of the thermographic camera and to correct the
distortion of its lens. Then, a topographic and thermographic sur-
veying is designed, together with the processing of scanning data
and thermographies. This methodology is applied to the building
of the School of Technical Industrial Engineering in Vigo, chosen as
a consequence of its antiquity: its construction began in the year
1930, which makes it the oldest university educational centre in
Galicia.

2. Equipment

The equipment used in this work was a thermographic camera
NEC TH9260, that measures the temperatures in a range from −20
to 60 ◦C, with a thermal resolution of 0.06 ◦C at 30 ◦C (30 Hz). The
detectors form an Uncooled Focal Plane Array (UFPA), and its size
is 640 × 480. The instant field of view of the camera is 0.6 mrad,
and the field of vision is of 21.7◦ in the horizontal plane and 16.4◦

in the vertical plane. The software used for the regeneration of the
thermographies from their thermal format to an image format is
Matlab v 7.0.1, and for the metric calibration of the camera the
photogrammetric station Photomodeler Pro v5 is applied.

For the metric surveying, a 3D long-range TLS (TOF) Riegl LMS-
Z390i is used. This equipment measures distances in a range of 1.5
to 400 m, with a nominal precision of 4 mm, 50 m distance in normal
illumination and reflectivity conditions. The vertical field of vision
has amplitude of 80 sexagesimal degrees, and 360◦ in the horizontal
plane. It has a maximum of 0.002◦, and the rate of measurement of
points oscillates between 8000 and 11,000 points/s. The software
used for the recording and alignment of clouds of points is RISCAN
PRO Software, Riegl©.

Fig. 1. (a) and (b) Visible and thermal image of the calibration field; the thermal
image has a zoom on a single target so its temperature distribution can be evaluated.

3. Methodology

3.1. Metric calibration of thermographic camera

The objective of the metric calibration of the camera is to deter-
mine the geometric model of the camera, described by its interior
orientation parameters [24].

It is necessary to calibrate the thermographic cameras ther-
mally, with an extended black body and its corresponding
emissivity [25], but there is no history of their metric calibration. As
a result, a calibration field is designed in this work. Although many
authors present 3-dimmensional calibration fields [26,27], a planar
array, based on the solution presented by [28] and [29], was cho-
sen with the objective of having a low-cost and portable solution
for thermographic cameras calibration.

This field consists on a wood plank, with a surface of 1 m2, with
64 light bulbs, chosen due to their suitability for being detected
by the thermographic camera when turned on. Light bulbs are dis-
posed in an 8 × 8 matrix [28], as shown in Fig. 1a. Since the position
of each target is evaluated through their image barycentre, tem-
perature in each light bulb must present a radial distribution, being
higher in the centre, where the tungsten filament is, and gradually
decreasing as the sphere’s radius increases, as shown in Fig. 1b.

The thermographic camera calibration was performed following
a self-calibration bundle adjustment method by taking thermogra-
phies on the calibration field, as explained [30,31].

Since the thermographic camera used in this article has an
electronic focus, the calibration procedure is repeated 10 times,
minimum number of measurements valid for a statistical study
[32], in repeatability conditions [33]. The experiment took place
indoors, under restricted temperature and natural illumination
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Fig. 4 shows the reflectance principle. Assuming diffuse 
reflectance of the metal testfield plate the cold temperature of 
space reflects on the metal surface. Since the target is made of 
self-adhesive foil it only emits radiation relating to its own 
temperature. With this principle the acquired image displays a 
strong contrast because targets appear bright while the 
surrounding areas appear dark (Fig. 5). 
 

   
Fig. 5: Testfield and thermal image of targets 

 
Based on the new design of target points a mobile testfield has 
been built. It consists of about 17 coded targets and 35 uncoded 
targets, and additional height points. Additional scale bars with 
the same type of targets can be mounted onto the testfield. Due 
to the target design a conventional photogrammetric calibration 
of the testfield is possible which yields control points 
coordinates. 
 
The size of the testfield is about 1000 mm x 700 mm x 200 mm. 
The accuracy of control points after measurement with a high-
resolution digital camera and bundle adjustment is estimated to 
8µm in object space. 
 
 

3. CALIBRATION RESULTS 

3.1 Cameras 

Table 1 summarizes the technical data of four thermographic 
cameras that are included in the test. A fifth camera works with 
a rotation mirror device for image scanning. Due to the instable 
mechanical rotation and the non-perspective imaging model this 
camera has been eliminated from further tests for the time 
being. 
 
The investigated cameras (see Fig. 6) show more or less similar 
technical data. However, due to the different detector elements 
their perfomance differs as well as their market prices.  
 
 FLIR 

InfraCam 
Testo 
880-3 

FLIR 
B200 

InfraTec 
VarioCam 

pixels 240 x 240 320 x 240 320 x 240 384 x 288 

pixel size 0.025 mm 0.035 mm 0.04 mm 0.035 mm 

focal length 10 mm 10 mm 18 mm 11 mm 

thermal 
resolution ±0.2°C < 0.3°C ±0.08°C 0.08 - 

0.05°C 

price  [€] ca. 4000 ca. 6500  ca. 9000 ca. 19000  
Table 1: Investigated thermographic cameras 

 
 
3.2 Calibration results 

Each camera was calibrated according to standard imaging 
configurations (Luhmann et al., 2006) with about 20 multi-
convergent images. Both testfields as explained in section 2 
have been used (Fig. 7). The plane testfield with burning lamps 

can be measured inside a lab while the reflective 3D testfield 
has to be used in open air. 
 
 

  
 

  
Fig. 6: Investigated thermographic cameras 

 

   
Fig. 7: Thermal images acquired from plane testfield (left) and 

spatial testfield (right) 
 
Image measurement and bundle adjustment were performed 
with AICON 3D Studio. The calibration results, derived from 
the spatial testfield, are listed in Tables 2-5. The plane testfield 
leads to similar results. However the precision of the estimated 
parameters is reduced and therefore they are not listed here.   
 
parameter value standard dev. 

principal distance c -13.8971 mm 0.0104  

principal point x'0 -0.2940 mm 0.0188  

principal point y'0 -0.3430 mm 0.0197  

radial-sym. distortion A1 -2.80·∙10-3  1.33·∙10-4  

radial-sym. distortion A2 6.86·∙10-7  2.03·∙10-5  

radial-sym. distortion A3 7.76·∙10-7  9.52·∙10-7  

decentring distortion B1 1.91·∙10-5  2.10·∙10-5  

decentring distortion B2 -2.69·∙10-5  2.25·∙10-5  

affinity C1 6.84·∙10-4  1.99·∙10-4  

shear C2 -2.22·∙10-4  2.21·∙10-4  
Table 2: Calibrated camera parameters (FLIR InfraCam) 
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Figure 5. Various tested calibration targets. From left to right: Paper (chessboard), glass (chessboard), PCB 

(chessboard), laser-cut firm cardboard target (asymmetric circles). 

 
Figure 6. Images of different calibration targets depending on camera modality and target material 

Target Selection 

As it can be observed in Figure 6, features are apparent for both cameras when the emissivity of the markers is 
different with regard to the target’s surface. The quantity and position of the markers in the target depends on the target’s 
size. Tests using the PCB checkerboard showed that this target could be used for the calibration of the multimodal 
system. However, special light conditions for the near-IR image of the depth camera have to be guaranteed and the 
target has to be big enough so the calibration pattern can be detected. This last condition implies higher manufacture 
costs that can be avoided by using other materials. In [26,27] it is shown that better calibration results can be obtained 
when having circles instead of corners as detectable features. Considering these observations cardboard and circular 
holes were chosen as material and features, respectively. The thermal/reflective properties of cardboard (𝜀!"#$ = 0.81) 
are suitable for taking thermograms when its surface is heated, such that a temperature difference to the background is 
obtained. The circles (holes) are also detectable in the near-IR and depth image of the Kinect (see Figure 7). 

 

 
Figure 7. Calibration pattern recognized in each modality (near-IR (left), depth (middle), thermal (right)) 
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Target Dimensions 

The target/calibration pattern size and the spatial range, where the target is positioned with respect to the 
cameras system, are obtained by considering the FOV of both cameras, the effective range of the depth camera and the 
focus of the thermographic camera. The number of pixels on an image that an object occupies in horizontal and vertical 
direction can be calculated using the following relations based on the geometry of the pinhole model: 

 

ℎ = 𝑓!
!
!
                                                                                       (9) 

𝑣 = 𝑓!
!
!
                                                                                     (10) 

𝑓! = 𝑓 ∙ 𝑠!                                                                                (11) 

𝑓! = 𝑓 ∙ 𝑠!                                                                                  (12) 

  𝑠! =
!!

!! !"# !"#!
!

                                                                           (13) 

𝑠! =
!!

!! !"# !"#!
!

                                                                            (14)        

where ℎ and 𝑣 are the objects width and height, respectively, in pixels,  𝐻 and 𝑉 are the objects width and height in the 
real world, 𝑧 is the distance of the object to the camera, 𝑓! and 𝑓! are the focal length scaling factors in horizontal and 
vertical direction, 𝑓 the focal length, 𝑠! and 𝑠! the scaling factors, 𝐹𝑂𝑉! and 𝐹𝑂𝑉! the angle of view in horizontal and 
vertical direction, respectively, 𝑛! and 𝑛!  are the dimensions (in pixels) of the image in horizontal and vertical direction. 
Considering that the calibration target uses circles (holes) as features, the diameter of the holes can be calculated using 
the following equation: 

𝑑! =
!!  !
!!!

                                                                                   (15) 

where 𝑐 is the number of holes on the target in the horizontal direction (columns). The number of rows 𝑟 (number of 
holes in the vertical directions) can then be obtained using: 

𝑟 = !!  !
!!!!

                                                                                    (16) 

Taking the parameters of the thermal camera (image size: 640x480), a minimal distance 𝑧 between system and 
calibration target of 1 m (the effective range of the depth camera is 0.8-3.5 m [22]) and choosing a number of columns 
𝑐 = 9 of the pattern, a hole diameter 𝑑! = 50 mm and a number of rows 𝑟 = 8 are inferred. This carries to a targets size 
of 60x45 cm. Using 𝑧 as parameter, a fixed focus of the thermal camera was set. 

4. Geometric Calibration of the System 

The geometric calibration of the multimodal system is carried out in two steps. First, a single geometric 
calibration is performed for each camera for finding the respectively intrinsic parameters. The geometric calibration of the 
thermal camera was carried out using the designed calibration target. The target was heated up with a dryer in order to 
get images with a better contrast. The depth camera was calibrated using the same target and the near-IR images. 20 
images were taken for each camera. The calibration algorithm detects the features in each image, estimates the initial 
calibration parameters (without considering the distortion parameters) by a closed-form solution and then optimizes them 
by Levenberg-Marquardt (including distortion parameters) to minimize the reprojection error. For the stereo calibration of 
the system at least one image of the designed calibration target from each camera is required. Using the intrinsic 
parameters of the cameras the position and orientation of the calibration target with respect to each camera’s coordinate 
system is obtained and so is the spatial relation between them. Knowing the spatial relation between the cameras, depth 
information can be remapped to thermal information by using equation (8). 

Parallax Effect Correction 

Depending on the scene, there may be some points that are seen by only one camera (see Figure 8). This 
means that for two reprojected points from the depth camera a single temperature value (point 𝑣! in Figure 8) is going to 
be assigned. This is called the parallax effect. Considering that the lenses of the camera are horizontally aligned the 
reprojected images can be corrected by filtering duplicated image coordinates in vertical direction. 
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Figure 8. Parallax effect. 

5. Validation 

In order to validate the results of the single and stereo calibration of the cameras three approaches are used: 
Visual analysis, mean reprojection error of a set of reprojected points and by using a motion tracking system (MTS). 

Visual Analysis 

The simplest approach to find out if the fusion of the data was performed in a good way is by looking at the 
reprojected images using the calibration board. As it can be seen in Figure 9 the fusion between the depth image and 
the thermal image is carried out correctly. 

 

    
Figure 9. Visual validation of the thermal-depth fusion. Depth image (left). Thermal image (middle). Fused 

image (right). 

Mean Reprojection Error 

The accuracy of the fusion can be analyzed by looking at the reprojection error, which represents the distance 
(error) between a detected point and a reprojected point in an image. 20 images of the calibration board were taken for 
this purpose. Since 36 markers can be detected in each image of the calibration target, a total of 720 points were used to 
test the accuracy of the calibration. Each detected point from the near-IR image was reprojected to the thermal image 
using the equations (6), (7) and (8) and then compared to the respective detected point on the thermal image, so a 
reprojection error can be calculated. A mean reprojection error (from the 720 points) of about 0.5 pixels (about 1.3 mm in 
space) was achieved. 

Validation using a MTS 

A motion tracking system (MTS) gives the position of objects within a workspace when markers are placed on 
them. Using a MTS a reprojection error of the multimodal fusion can be measured, since a point with known position in 
the MTS can be reprojected to each cameras image. The first step is to calibrate the multimodal system with respect to 
the MTS. This can be achieved by using the designed calibration target. Markers were placed on both the multimodal 
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system and the calibration target so their position with regard to the MTS coordinate system is known. Taking an image 
of the calibration target (see Figure 10 left) the transformations 𝑻 and 𝑻𝑴𝑫 (see Figure 10 right) are obtained.  

Not changing the position of the multimodal system (𝑻𝑴𝑫 is constant) and changing the position of the 
calibration target the position of a point 𝒑 (see Figure 10 right) in the calibration target with regard to the MTS coordinate 
system (𝑻𝑴𝒑) can be transformed to each camera’s coordinate system and projected to each camera’s image. 
Comparing the projected and detected points in the image an error can be calculated. After testing different positions it 
was noticed that the spatial error is about 1,5 mm. 

 

 
Figure 10. Calibration setup (left). Coordinate system arrangement: multimodal system and MTS (right). 

Discussion 

The mentioned approaches have shown to be effective for analyzing and validating the results of the 
thermal/spatial data fusion. The visual analysis has demonstrated that the mapping between thermal and depth images 
and the parallax effect correction have been done correctly. However, it is not possible to determine the accuracy of the 
mapping with this approach since no benchmark is used. By using the mean reprojection error of a set of reprojected 
points, a measure of how accurate the system is, can be obtained. The results have shown a mean reprojection error 
smaller than one pixel.  When using a MTS for validating the results, a mean reprojection error can be obtained as well. 
Results have shown that the obtained mean reprojection errors from the last two approaches correspond to each other. 
Sources of error like varying the focus settings of the thermal camera and the calibration of the MTS were considered for 
detecting and correcting systematic errors. 

6. Application: 3D Thermal extended Data 

Using a motion tracking system, multiple measurements (scenes) can be matched and a more complete 
representation of objects or rooms can be obtained. For this purpose, the multimodal system and the MTS have to be 
calibrated in the same way described above. It is also necessary that the workspace of the MTS is big enough to enable 
free movements of the multimodal system. By moving the multimodal system around an object or a room data from 
different perspectives as well as the camera’s position and orientation are obtained and saved. These data can be 
matched spatially by a transformation to the global MTS coordinate system. With help of a point cloud visualization 
software, information of interest (e.g. spatial, visual and thermal) can be filtered in order to obtain the desired 
representation. Figure 11 and Figure 12 show 3D-thermal representations of an outstretched utility corridor, which has 
been obtained using the process mentioned above. 

 

Figure 11. 3D-representation of a utility corridor 1. Left: Picture of the place. Middle: Visual-3D representation. 
Right: Thermal-3D representation. 
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Figure 12. Second 3D-representation of a utility corridor 2. Left: Picture of the place. Middle: Visual-3D 

representation. Right: Thermal-3D representation. 

7. Summary and Outlook 

In this work a multimodal system based on a thermographic camera and a depth camera was used for fusing 
thermal and spatial data. Two cameras were arranged in a fixed way and their spatial relation was obtained by means of 
a geometric calibration (which requires a calibration target) based on the pinhole camera model. The design and nature 
of the calibration target determines the success of the calibration and depends on the working principle of the cameras 
and manufactories precision. The calibration success was assessed by inspecting the image visually, by measuring the 
reprojection error between markers (features) that are detectable on both images and by using a motion tracking system, 
which delivers accurate positions of objects with regard to a global coordinate system. Results showed that the 
reprojection error is smaller than one pixel. Together with the motion tracking system, measurements from different 
perspectives of a scene were taken. Knowing the position and orientation of the multimodal system with respect to the 
motion tracking system, all measured data can be transformed and matched into a common coordinate system. From 
this, a complete representation is obtained, where thermal, visual and depth information can be selected. The distance to 
the objects and their emissivity have to be taken into account for obtaining better results. Next works will address 
alternative sensors for obtaining depth information from the scene (e.g. laser range finder, visual camera, another 
thermal camera). 3D data processing techniques for enhancing the obtained 3D models as well as feature extraction and 
segmentation algorithms for finding information of interest within the obtained data are going to be considered. 
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