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Abstract

A defect σ occurs on the inaccessible side of a metallic thin plate Ω. We detect and evaluate σ from real thermal data collected on
the opposite side of Ω.
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1. Introduction

The problem of corrosion detection and evaluation can be successfully faced by means of thermographic methods. In reflection
technique a pulse of energy (flash light) is released on one surface of the solid to test while corrosion is present on the opposite
(unaccessible) surface. Explicit formulae for the evaluation of material loss are available from literature [1, 2].

During the last twenty years, lock-in technique [3] (that applies a periodic heating source instead of the pulsed one) has been
increasingly used in Thermal Non Destructive Testing aimed to defect detection. A typical drawback of lock-in is the long time data
collection waiting for an average equilibrium of the temperature. The goal of the present paper is to obtain a reliable and unexpensive
scheme of inversion, based on lock-in technique, to evaluate material loss of any shape and low percentages.

Let C be the volumetric heat capacity (C = cpρ where cp is the specific heat and ρ is the density) and λ be the thermal conductivity
of our specimen Ω0 . The material is assumed homogeneous and isotropic so that C, ρ and λ are positive scalar constants in (x, y,
z). Let u0(x, y, z, t) be the temperature at the point (x, y, z) ∈ Ω0 at time t.

We suppose that Ω0 divides an outer aggressive environment from our laboratory. Let STop = {z = a} be the inaccessible face
of Ω0 in contact with the outside, while SBot = {z = 0} is the laboratory side. Also, we assume that the only effect of the external
aggression to the specimen is the loss of an amount of matter, so that STop becomes an unflat surface, and a non-negative function
σ describes the deviation of damaged STop from the original plane i.e.

Ωσ = {(x, y, z) : x, y ∈ (0, 1); z = a− σ(x, y)}. (1)

Let uσ(x, y, z, t) be the temperature at the point (x, y, z) ∈ Ωσ at time t.
We apply a periodic heating source φ(t) on the surface Sσbot = Ωσ(x, y, z = 0) and obtain a sequence of temperature maps

Uσk (x, y, 0) = uσ(x, y, 0, tk) from Ωσ . The sequence U0
k (x, y, 0) = u0(x, y, 0, tk) (background solution) is the thermal response of

the undamaged specimen.
The inverse problem of active infrared thermography consists in detecting and evaluating the unknown function σ once we know

the heating term φ(t) and the measured thermal contrast δUk = Uσk − U0
k .

Our method is based on a sequence of mathematical steps. The main result of our mathematical analysis consist in a quasi-explicit
discrete inversion formula. Moreover, thanks to our preprocessing step, data can be collected along two or three periods only when
the system is still far from equilibrium . The scheme of our method is summarized in the following steps:

1. Domain derivative of the heat equation: The unknown σ moves from the domain to the boundary condition at z = a.

2. Preprocessing of input data: the heating term φ(x; y; t) is T−periodic in time, while the contrast is δUk = trend+FT (x, y, t)+
Rn, where FT is a T−periodic function and Rn is a random noise. Denoising can be carried out by means of standard
techniques. The trend term is subtracted so that we concentrate our effort on periodic data.

3. Fourier series expansion leads to a system of Helmoltz equations parametrized by the wave number. Since σ is assumed to be
time independent, we can select a single Helmoltz (elliptic) equation.

4. Integral formulation of this elliptic PDE leads to an infinite linear system of equations whose unknowns are the cosine-Fourier
coefficients of σ. Some effort is required to build the infinite matrix of the 3-D system which turns out to be block diagonal made
up of infinite Toeplitz-plus-Hankel submatrices. Finally, we obtain the following quasi explicit relation

Am,nσ̂m,n = Ŵm,n, m, n = 0, 1, 2, ...
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We tested our method on a damaged carbon-steel sample sized 0.2(m)× 0.15(m)× 0.01(m)

2. The method

The temperature distribution in Ωσ fulfills the Boundary Value Problem (BVP) for the heat equation (2), (4), (3):

ut =
λ

cpρ
∆u, (2)

u(x, y, z, 0) = ue, (3)

λun + h(u− ue)− φ = 0, φ 6= 0 only for z = 0. (4)

The solution will be indicated by uσ . In particular, u0 is the background solution defined in Ω0. Condition (4) describes the energy
exchange between the specimen and the environment. Here, un is the outward normal derivative, h is the surface heat exchange
coefficient and φ = φ0

(
1 + sin

(
2π
T
t
))

is the heat source applied. The coefficient h is related to the geometry of the surface and
to external environmental condition close to the boundary. In general htop 6= hbot. In our case, we observe that the value of htop
changes in presence of damaging [5], but the deviation of h from its background constant value can be considered negligible. The
environmental temperature is ue, the relevance of heat exchange between the specimen and the environment is actually related to
the size of the Biot number B = ah

λ
and to the temperature change u− ue.

The BVP defined by eqs. (2), (3) and (4) is well posed (see for example [6] [21, Chapter 2]).

2.1. Domain derivative with respect to the perturbation

The domain derivative was introduced in [7]. Since |σ| is assumed small with respect to a, we write σ = εθ (ε << a and
0 ≤ θ(x, y) ≤ 1 for (x; y) ∈ (0, 1) × (0, 1)). Roughly speaking, the domain derivative u′ of uσ with respect to the parameter ε for
ε = 0 in the direction θ, is the first order term of the expansion of u in powers of ε :

uσ(x, y, z, t) = u0(x, y, z, t) + εu′(x, y, z, t) + o(ε). (5)

It comes from the definition of domain derivative that the scaled function W = εu′ solves the boundary value problem (6)-(10)

Wt = α0∆W (6)

Wx = Wx = 0 on {x = 0} ∪ {x = 1} (7)

Wy = Wy = 0{y = 0} ∪ {y = 1} (8)

Wz − γbotW = 0 on {SBot} (9)

Wz + γtopW = σ

(
u0
t

α0
− γ2

top(u
0 − utop)

)
on {Stop}, (10)

where α0 = λ
cpρ

, γbot = hbot/λ, γtop = htop/λ. The solution W depends on the background solution u0 so that it is implicitly
related to the flux φ. Moreover, we have

W (x, y, 0, tk) = uσ(x, y, 0, tk)− u0(x, y, 0, tk) + o(ε2) ≈ δUk(x, y) (11)

2.2. Preprocessing: extraction of the periodic component

We know that the functions W and u0 can be regarded as the sum of a time-periodic component (of period T ) and a remainder
R. It comes from the linearity of our boundary value problem, that the periodic components also fulfill (6)-(10) and (2), (4), (3) after
minor straightforward changes. In order to not overload notation, in what follows we use the same notation W and u0 for the periodic
components.

In practice, for all (x, y) we identify a trend in t of the function δu(x, y, 0, t). We regard such a trend function of (x, y, t) as the
trace of the remainder R on the face z = 0 of the specimen. Once the trend is subtracted from the contrast, we get a W (x, y, 0, t)
approximatively periodic with period T . It will be useful in the next section.

2.3. Helmoltz equations

2.3.1 Fourier transform of the periodic background
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Let fk be the k-th complex Fourier coefficient of a function f , i.e.

f̂k(x, y, z) =
1

τ

∫ τ

0

f(x, y, z, t)e−
i2πk
τ

tdt. (12)

We apply Fourier transform to the periodic components of the background solution u0 and W : Fourier coefficients of u0 fulfill the
Helmoltz system (13)-(17)

2πik

τ
(1− δ0,k)ûk = α0∆ûk; in Ω0 (13)

ûk,x = 0; on {x = 0} ∪ {x = 1} (14)

ûk,y = 0; on {y = 0} ∪ {y = 1} (15)

ûk,n + γb

(
−ûbδ0,k −

1

hb
φk(x, y)

)
= 0; on {SBot} (16)

ûk,n + γt(ûk − ûtδ0,k) = 0; on {STop}, (17)

where k ∈ Z,

δ0,k =

{
1, if k = 0
0, otherwise

and

φ̂k =
1

τ

∫ τ

0

φ(x, y, t)e−
2πikt
τ dt =


φ0

i
2

if k = −1
φ0 if k = 0
−φ0

i
2

if k = 1
0 otherwise

(18)

Let û0
k solve the above system (13)-(17) in Ω0. We can calculate it explicitly, by means of separation of variables. The solution for

k = 0 is eq. (19),

û0
0(x, y, z) =

1

γb(1 + γta) + γt

[
γbγt

(
ût − ûb −

φ0

hb

)
z + γb(1 + γta)ûb + γtût + γb(1 + γta)

φ0

hb

]
(19)

and the solution for k = ±1 is

û0
k(x, y, z) = − φ̂k

λ

(Bk − γt)eBk(z−a) + (Bk + γt)e
−Bk(z−a)

(Bk − γb)(Bk − γt)e−Bka − (Bk + γb)(Bk + γt)eBka
, (20)

where

B2
k =

2πikC0

λτ
. (21)

2.3.2 Fourier transform of the periodic domain derivative

We apply Fourier transform to the periodic component of the domain derivative (6)-(10) obtaining the system

B2
kŴk = ∆Ŵk; in Ω0 (22)

Ŵk,x = 0; on {x = 0} ∪ {x = 1} (23)

Ŵk,y = 0; on {y = 0} ∪ {y = 1} (24)

Ŵk,z − γbotŴk = 0; on {SBot} (25)

Ŵk,z + γtopŴk = σu0
k(B2

k − γ2
top); on {STop} (26)

At this point we can reformulate the inverse problem of Active Infrared Thermography as follows:
The lock-in version of inverse problem of active infrared thermography consists in detecting and evaluating the unknown function

σ once we know u0
1(x, y, a) (it depends on the first Fourier coefficient of φ(t) ) and the Fourier component for k = 1 of the measured

thermal contrast Ŵ1(x, y, 0) ≈ εδ̂u1(x, y, 0).
Our goal is to write an analytical relation between σ and the data starting from the integral equation of the weak solutions of the

elliptic problem (22)-(26). Thereafter, we make use of some suitable orthogonal decomposition in the space of solutions.

2.4 Final reconstruction
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From now on, for simplicity, we do not write explicitly the subscript index k. In the following, as in [4], we reduce our problem to an
integral equation. From the Gauss-Green theorem, we have∫

∂Ω0

∂v

∂n
Ŵ =

∫
∂Ω0

v
∂Ŵ

∂n
(27)

where Ŵ is the solution of the system (22)-(26), and v is a test function satisfying equations (31)-(35).
Now, we have for the right hand side of (27)∫

∂Ω0

∂v

∂n
Ŵ =

∫
STop

∂v

∂z
Ŵ −

∫
SBot

∂v

∂z
Ŵ =

= −γtop
∫
STop

vŴ −
∫
SBot

∂v

∂z
Ŵ (28)

while the left hand side of (27) becomes∫
∂Ω0

v
∂Ŵ

∂n
=

∫
STop

v
∂Ŵ

∂z
−
∫
SBot

v
∂Ŵ

∂z
=

= −γtop
∫
STop

vŴ +

∫
STop

vσû0(B2
k − γtop)− γbot

∫
SBot

vŴ . (29)

Substituting eqs. (28) and (29) in the (27), we have(
2πik

ατ
− γ2

t

)∫
STop

vσû0 = −
∫
SBot

(vz − γbv)Ŵ . (30)

We choose a test function v satisfying the system (31)-(35).

2πik

ατ
v = ∆v; in Ω0 (31)

vx = 0; on {x = 0} ∪ {x = 1} (32)

vy = 0; on {y = 0} ∪ {y = 1} (33)

vz − γbv = cos

(
πm

Lx
x

)
cos

(
πn

Ly
y

)
; on SBot (34)

vz + γtv = 0; on STop (35)

Solving the system (31)-(35) by separation of variables, we obtain:

1. for k = 0, the solutions (36) and (37),

v0,0(x, y, z) =
1

γb + γt + γbγta
(γtz − (1 + γta)), (36)

vm,n(x, y, z) = cos

(
πm

Lx
x

)
cos

(
πn

Ly
y

)
f0
m,n(z), m, n = 0, 1, 2, ... (37)

where

f0
m,n(z) =

[(ηm,n − γt)eηm,n(z−a) + (ηm,n + γt)e
−ηm,n(z−a)]

(ηm,n − γb)(ηm,n − γt)e−ηm,na − (ηm,n + γb)(ηm,n + γt)eηm,na
, (38)

and ηm,n =

√(
πm
Lx

)2

+
(
πn
Ly

)2

.

2. for k = ±1 we obtain the solution (39)

vkm,n(x, y, z) = cos

(
πm

Lx
x

)
cos

(
πn

Ly
y

)
f1
m,n(z), m, n = 0, 1, 2, ... (39)

where

f1
m,n(z) =

[(ζkm,n + γt)e
ζkm,n(a−z) + (ζkm,n − γt)e−ζ

k
m,n(a−z)]

(ζkm,n − γb)(ζkm,n − γt)e−ζ
k
m,na − (ζkm,n + γb)(ζkm,n + γt)e

ζkm,na
, (40)

and ζkm,n =

√
B2
k +

(
πm
Lx

)2

+
(
πn
Ly

)2

, m, n = 0, 1, 2, ....

http://dx.doi.org/10.21611/qirt.2014.052



Let us assume that

bk1 =

(
2πik

ατ
− γ2

t

)
and we develop in Fourier cosine series σ (41) and Ŵ (42);

σ =
∑
j,q

σj,q cos

(
j
π

Lx
x

)
cos

(
q
π

Ly
y

)
, (41)

Ŵ =
∑
j,q

Ŵj,q cos

(
j
π

Lx
x

)
cos

(
q
π

Ly
y

)
. (42)

Finally, for k = 1, we find out

σm,n = − Ŵm,n

b11û
0(a)f1

m,n(a)
, ∀m,n. (43)

3. Real data experiments

Case 1. Carbon-Steel layer, with the properties listed in table 1.

Table 1: Carbon-Steel properties.
Property Value Dim.
ρs 7850 Kg/m3

cs 470 J/(Kg ◦K)
λ 52 W/(m ◦K)
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