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Abstract

In this paper, we explore the defect evaluation in austenitic stainless steel using lock in technique and the effect of modulation frequency on the defect detectability in stainless steel. The simulation studies has also been carried out and compared with experimental values. A review of international literature indicates that while such studies have been attempted on materials like Perspex and composites, studies on austenitic stainless steel like AISI 316 have been limited. Austenitic stainless steels are widely used in the nuclear and other process industries. The principal structural materials for the 500 MWe Fast Breeder Reactor being built at Kalpakkam, India is austenitic Stainless Steel type 316LN and 304LN.

1. Introduction

During the last two decades, a number of developments have taken place in the field of thermography. There have been rapid advances in the technology as well as in the techniques of thermography. Technologically, we have excellent IR imaging systems with high frame rates, better detectors with low noise equivalent temperature difference and advanced softwares for enhanced feature detection and evaluation. In the area of techniques in thermography, a number of alternatives have emerged especially in active thermography such as vibrothermography, pulsed thermography, pulse phase thermography etc. A detailed review of the theory, principles and applications can be found in references [1-4].

Lock in Thermography (LT) is an advanced NDE technique, where the inspecting object is heated using a modulated light source which results in periodic variation in surface temperature. The interfaces, like defect, reflects the thermal waves causing interferences of thermal wave which results in change in amplitude and phase of resultant thermal wave. Pioneered by G. Busse [5], this technique has been successfully applied for over a decade for the detection of local heat sources in electronic components, shunt detection in solar cells, NDE of aircraft structures and coating characterisation [6-10]. In this technique, a sinusoidal intensity modulated thermal excitation is used for the detection of subsurface features. The main advantage of lock-in is ability to qualify the depth of the defect with proper calibration.

In this paper, we explore the possibility of using lock-in thermography to quantitatively estimate the depth of the defect from surface, in stainless steel AISI type 316. A review of international literature indicates that while such studies have been attempted on materials like Perspex and composites, studies on austenitic stainless steel like AISI 316 have been very limited [11]. This steel of prime importance in the nuclear industry and is the major structural material for the currently operating and planned Fast Breeder Reactors all over the world in view of its adequate high temperature mechanical properties, compatibility with liquid sodium coolant and good weld ability. This material is also widely used in other industries such as chemical and petrochemical as a structural material due to its high corrosion resistance.

1. Theory

In LT, a modulated light source is used to heat the object. The surface temperature of the object oscillates, with the frequency same as light source, which is monitored using an IR camera. Highly damping thermal waves, generated at front surface, propagates to back surface. When they encounter the interfaces like, defect, they will reflect back and interference will occur between incoming and reflected thermal waves causing change in phase and amplitude of resultant thermal wave. This change in amplitude and phase is calculated at each pixel, using Four Point Correlation method, to get amplitude and phase image [12,13]. Phase image gives better depth information and independent of surface variations when compared to amplitude image [14].

3. Study Approach

Material: AISI type 316 L SS plate of dimension 150 mm (length) x 100 mm (breadth) x 3.54 mm (thickness) was chosen and defects of various size (10 mm, 8 mm, 6 mm, 4 mm and 2 mm) at different depths (0.4 mm, 1.13 mm, 1.78 mm, 2.48 mm, 3.17 mm and 3.36 mm) were then machined using Electro Discharge Machining (EDM). The schematic diagram of the sample is shown in fig. 1.
Experimental Set Up: SILVER 420 IR camera (CEDIP) was used for the study which has Indium Antimonide semiconductor detector with 320 x 256 elements which detects IR radiation in the band 3.6 μm – 5.1 μm. The stirling cooling system gives thermal resolution of 25 mK and maximum achievable frame rate is 176 Hz. For LT, two halogen lamps of power 1000 Watts were used as source of heat which was controlled using an amplifier and function generator. ALTAIR software was used for acquiring thermal images while ALTIR LI software was used for lock in analysis. The camera to object distance was kept at 35 cm and lamp to object distance was kept at 40 cm. The schematic diagram of the experimental set up is shown in fig. 2.
3.0 Results and Discussion

In general phase contrast method and blind frequency method are widely used for depth quantification in lock-in thermography. In this paper the authors have adopted these two methods for depth evaluation in austenitic steels.

**Blind Frequency Method:** In Pulsed Phase Thermography (PPT), blind frequency is widely used for depth quantification [15,16]. The thermal diffusion length measured at the blind frequency is the function of defect depth [17]. The relationship between defect depth and blind frequency is given by the following equation,

\[
L = C \sqrt{\frac{\alpha}{\pi f_b}}
\]

where \(C\) is proportionality constant, \(f_b\) is the blind frequency for defect of depth \(L\).

The value of \(C\) for composite materials using PPT and lock-in thermography has been reported in literature[15,18]. For AISI type 316 l, the value of \(C\) was calculated based on theoretical analysis carried out using Bennett and Patty (BP) model [19].

BP model was originally proposed for the photoacoustic methods. LT and photoacoustic method work on the same principle, but the way the output is detected is different. In LT, the modulated light source causes periodic variation in surface temperature which is measured using IR camera and FPC is performed to get the amplitude and phase information. In photoacoustic method, the photoacoustic cell is attached to the surface of the sample which is exposed to modulated light source that causes periodic variation in surface temperature. The temperature changes pressure in the photoacoustic cell which results in generation of acoustic signals which are detected and used for analysis. If the sample is thermally thin, then thermal waves will undergo interference causing change in amplitude and phase angle measurement. The change in phase angle of thermally thin sample and reference sample, which is assumed to be thermally thick, is given by the following equation,

\[
\Delta \phi = \tan^{-1} \left\{ \frac{-R_b(1 + R_g)\exp(-2a_sL)\sin(2a_sL)}{1 - R_g \left[R_b \exp(-2a_sL)\right] + R_b\left(1 - R_g\right)\cos2a_sL} \right\}
\]

where \(R_b\) and \(R_g\) are the reflection coefficients of sample-backing material interface and sample-gas interface respectively. \(a_sL\) is the thermal thickness of the material where \(a_s = 1/\mu\). Equation 2 could be used for theoretical analysis of LT, since the equation deals with the thermal wave propagation inside the material, which is same in case of LT and photoacoustic method. In LT, there is no backing material, hence the sample-air interface can be considered as the sample- backing material interface, which is also true for gas-sample interface (front side).

The analysis was done for defects at depths 0.4 mm, 1.13 mm, 1.78 mm and 2.48 mm. The variation of phase angle difference as a function of frequency is shown in fig. 3 (a). The plot shows that the near surface defects have higher blind frequency when compared to deeper defects. The blind frequency was measured for each defect and thermal diffusion length at blind frequency was calculated. According eqn. 1, the plot of defect depth and corresponding diffusion length at blind frequency should be a straight line, passing through the origin with slope \(C\). To obtain the constant \(C\), defect depth is plotted as a function of thermal diffusion length at blind frequency. Then a linear fit is carried out on the data as shown in fig. 3 (b). The analysis showed that the linear fit matches the analytical result with \(R^2 = 1\) and slope = \(C = 1.57\).
Since LT experiment consumes time, the experiment was initially carried out over a frequency range 0.01 to 0.7 Hz with a frequency step of 0.1 Hz. Then the phase contrast value was computed for defects of size 10 mm x 10 mm at various depths and plotted as a function of frequency (fig. 4). The experiment was conducted at that frequency range with frequency step 0.02 Hz for defects of various depths at the point of phase inversion and the phase contrast value computed and plotted as a function frequency. It was observed that polynomial of order 3 gives better fit to the curve as shown in fig. 5. The blind frequencies were then measured for defects at various depths, thermal diffusion length at the blind frequency computed and the defect depth plotted as a function of diffusion length (fig. 6 (a)). From fig. 6a it can be observed that though it follows the straight line trend, it does not pass through origin, as expected from theoretical analysis. The value of C is computed for each defect depth and a plot of C as a function of defect depth is shown in fig. 6 (b). From fig. 6 (b), it is observed that C is not a constant as concluded from theoretical analysis, but is a function of defect depth also. The value of C is lower than the expected value 1.57. The comparison between theoretical blind frequency and experimental blind frequency shows that theoretical value is higher than the experimental value.
Figure 5: Phase contrast variation as a function of frequency (Experimental)

Figure 6: (a) Defect depth vs thermal diffusion length at blind frequency (b) Depth to diffusion length ratio (C) as function of defect depth

To explain the deviation from theoretical prediction, we have considered effect of defect size and shape on blind frequency. The phase contrast was computed for defects of size 10 mm x 10 mm, 8 mm x 8 mm, 6 mm x 6 mm and 4 mm x 4 mm located at a depth of 0.4 mm and plotted as a function of frequency as shown in fig.7(a). From fig.7(a), it can be observed that blind frequency increases as defect size decreases and smaller defect has more effect on blind frequency than the larger defect. This is clearly seen in fig.7(b), which is the plot of variation of blind frequency as a function of defect size. The experiment was repeated with the same parameters as used in the earlier experiment for defects of different shape (circular, square and rectangular). Then the blind frequency was computed for defects of different shape at depth 0.4 mm and is shown in fig.8. From the figure, it can be observed that rectangular shaped defect has greater influence on blind frequency while circular and square shaped defects have comparable blind frequencies. Hence the blind frequency is not only a function of defect depth but also a function of defect size and shape.

The theoretical analysis is a one dimensional approach, where as in the actual case thermal waves follow three dimensional heat flows. This causes the low value of experimental blind frequency when compared to theoretical value. Another source of error is the choice of reference material. In theoretical analysis, the reference is thermally thick (semi infinite material) but it is not true in case of experiment, the reference area chosen in experiment has finite thickness. This also contributes to the deviation in the blind frequency measurement. The theoretical analysis does not account for the effect of defect size and shape which influences the blind frequency to a greater extent. Hence blind frequency cannot be considered as an accurate method for depth quantification.
Phase Contrast Method: An alternate approach proposed for depth quantification is the phase contrast method [20]. Phase contrast decreases as defect depth increases. This is because, as thermal waves from deeper defect reaches the surface, they are highly damped resulting in a weak signal causing lower phase shift when compared to near surface defects. Hence phase contrast could be used as a measure of defect depth. Phase image at optimum frequency was considered for analysis (0.07 Hz), since at optimum frequency phase contrast is maximum and maximum number of defects is detected.

The phase contrast was computed by taking the average phase angle over a defective area and an adjacent non defective area. A rectangle area was selected and the pixel values were averaged over the area to reduce the fluctuation. Since we are working on single frequency, absolute phase contrast was considered. Figure 9 is a plot of defect depth vs phase contrast. It can be observed that the curve is non-linear A polynomial of order 3 (eqn. 3) was observed to gives best fit with $R^2 = 0.998$

$$L = 0.0002(\Delta \phi)^2 + 0.049\phi + 3.01$$  \hspace{1cm} (3)

This is used as calibration plot. The intercept of the fit gives the phase angle value of sound area. To evaluate the efficiency of the above generated calibration plot, the experiment was conducted on another square defect sample under identical experimental conditions. Phase contrast was measured for defects of size 10 mm at various depths (unknown) and the depth was estimated using eqn. 6. The actual depth, predicted depth and the error is given in table 1. From the table we can observe that the error percentage involved in measurement is minimum (less than 10 %).
Figure 9: Plot of defect depth vs phase contrast with polynomial fit of order 3

<table>
<thead>
<tr>
<th>Actual Depth (mm)</th>
<th>Predicted Depth (mm)</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.45</td>
<td>10</td>
</tr>
<tr>
<td>1.15</td>
<td>1.23</td>
<td>6.9</td>
</tr>
<tr>
<td>1.83</td>
<td>1.99</td>
<td>8.7</td>
</tr>
</tbody>
</table>

Table 1: Depth prediction using phase contrast method and error associated with it

4.0 Conclusions:

The present work clearly indicates the ability of LT for defect detection and depth quantification in AISI type 316 L Stainless Steel. Two methods for depth quantification are discussed namely, blind frequency method and phase contrast method. In blind frequency method, thermal diffusion length at blind frequency is proportional to defect depth. To calculate proportionality constant, 1 D analytical modeling was carried out, proposed by Bennett and Patty. The proportionality constant was found to be 1.57 for Stainless Steel system. The experimental investigation showed that the actual value of C is not constant but is a function of defect depth and experimental values are not in agreement with theoretical analysis. To explain this deviation, the effect of defect size and shape on blind frequency was carried out and observed that blind frequency strongly depends on defect size and shape and is not a function of depth alone, which has not been considered in theoretical analysis. Apart from this, theoretical analysis is one dimensional approach, where as the actual case is three dimensional. Hence blind frequency method cannot be used for depth quantification unless a normalization parameter is used. In phase contrast method, the phase angle difference between defective and sound area was computed and used for depth quantification. The calibration plot was generated and used for depth prediction and it was observed that the error associated with measurement was minimum.
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