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Abstract

Thermography is a Non-Destructive Testing (NDT) technology aimed at non-invasively measuring the thermal distribution
of a specimen by quantifying electromagnetic radiation with wavelengths having a lower frequency than the visible light part
of the spectrum. Despite some previous studies having addressed the estimation of surface and shape characterization from
multiple or single active thermograms [1, 2], thermography by nature is a bi-dimensional sensing technology unable to provide
information about the specimen’s texture and geometry without any preparatory process. Thus, many studies have recently
focused on using multi-modal platforms to obtain extensive information about the scene. This study proposes a method to
register consecutive multi-modal point clouds obtained by a novel multi-modal platform containing thermal, visible, and depth
sensors. The introduced method uses the acquired point clouds to form a complete 3D model of the inspected industrial
component containing thermal and texture information. Moreover, this study conducted some experiments to demonstrate
the system’s capabilities and to evaluate the registration method’s effectiveness.
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1. Introduction

Industrial and construction components are periodically subjected to inspection to ensure performance, safety, and struc-
tural integrity assessment. Infrared Thermography is a non-destructive and non-contact technique that can detect surface
and near-surface defects such as debonding, discontinuity, delamination, and humidity. Thermography inspection is based on
the premise that anomalies can alter the heat transfer flow and create a different thermal signature on the inspected surface,
where the defects will appear in the thermograms as zones with relevant temperature differences [3].

During recent years, many studies investigated the use of coupled imaging sensors for Non-Destructive Testing (NDT) of
industrial and construction components, and infrastructures [4, 5, 6, 7]. Different imaging technologies demonstrate specific
but limited physical characteristics of a specimen. For instance, raw thermal images do not present textural and geometrical
information of the specimen. However, some studies presented different approaches to estimate the shape of specimens from
thermal images to correct distorted thermograms and improve the data interpretation [1, 2]. Thus, the use of a thermal camera
coupled with other sensors can provide complementary information about the surface, and subsurface condition of the inspected
component [8], including but not limited to remote and drone-based inspections. Javidi et al. proposed a multi-modal system
for detection and characterization of road cracks to overcome challenges caused by shadows, oil spills, and other distress [6].
Lee et al. investigated the use of thermal and visible cameras together for solar panel inspection [7]. They used visible images
to detect the panels and thermal images to identify affected panels. Likewise, Nouah et al. combined visible and infrared
images to estimate the local orientation of specimen surface and overcome the difficulties on the inspection of non-planar
components [9].

Inspectors often acquire data from different fields of view (FOVs) to cover all aspects of a specimen during a data session,
especially when inspecting large or mid-sized components. Thus, analyzing and visualizing the acquired data from different
FOVs can be challenging. Also, the localization and reporting of detected defects with respect to the specimen geometry
requires much effort and pre-inspection considerations. 3D presentations of infrastructures are already extensively used in
different industries like construction, mining, power transmission, helping bridge the gap between computer-aided BIM designs
and the real world [10, 11], and critical operation planning [12]. Ham & Golparvar-Fard presented a method to employ 3D
spatio-thermal modeling for visualizing the actual thermal resistance and condensation problems in building inspections [13].
Nakagawa et al. introduce a method for visualizing thermal variations on a 3D model of the observed scene by coupling a
thermal and stereo depth camera [14].

The detection and characterization of defects requires extensive information about the texture and geometry of the area
of interest in many scenarios. For instance, inspectors can use the combination of thermal and visible images to determine
whether the identified abnormality is caused by a subsurface defect or an attached object to the surface. Also, geometric
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information can assist the inspectors in determining the size and location of the affected area. Therefore, an approach to
localize the defects on a reconstructed 3D model of the specimen can assist inspectors during the analysis and companies
in their decision-making process for possible maintenance. Akhloufi & Verney presented a multi-modal framework for non-
destructive inspection [15] using 3D and thermal sensors. Narváez et al. employed LiDAR and thermal sensors to provide a
3D thermal reconstruction of crops for analyzing their thermal and geometrical characterisation [16].

This study presents a method to register consecutive multi-modal point clouds acquired by a platform designed in the
MiViM laboratory of Université Laval. The platform acquires multi-modal data containing aligned thermal, texture, and
depth information. This study uses the obtained data from different fields of view to form a thermographic 3D model of a
component. The provided model can be used for analyzing and visualizing the specimen. This study employs a technique to
remove the outliers caused by the sensor error or environmental conditions, based on the analysis of local density as part of
preprocessing steps to prepare the individual point clouds for the registration process. Later, a global registration approach
aligns the consecutive point clouds to initialize the Iterative Closest Point (ICP) method for final registration. Additionally,
the study introduces an approach for fusing thermal values collected from different FOVs of a specific area of interest. This
study conducts multiple experiments to investigate the presented method’s efficiency and performance and demonstrate its
applications in real case scenarios.

2. Registration of Multi-Modal Point Cloud

The methodology consist of registering consecutive point clouds acquired by a multi-sensor system that can be used
as hand-help or drone-based platform. The developed platform includes thermal, visible, and depth sensors connected to an
embedded system used to collect, transmit and store the acquired data. The platform uses a novel calibration board before data
acquisition to measure the camera parameters and align the modalities of interest. Also, it employs a data fusion technique
to generate point clouds containing color and temperature values based on the aligned modalities. The obtained point clouds
provide 3D models of the scene based on the temporal cameras’ FOVs.

The problem of multi-viewpoint same-source point cloud registration can be formulated as follows. Given a collection
of N overlapping point clouds Si ∈ R3, i = {1..N}, the registration process consists of deriving a rigid or non-rigid set of
transformations Ti ∈ T , where T represents the set of all possible transformations, such that the collection of point clouds S
is optimally aligned in respect to a distance measure dist(x, y).

T
′
i = arg min

Ti∈T
dist(Ti(Si), Sj) (1)

However, in the case of multi-modal point clouds, not only the spatial aspect of the points must be aligned, but the
other sensors’ information must also be transformed. For example, in this case, the thermal patterns and variations observed
in different FOVs have to be consistent in the registered model. To do so, a method for the fusion of multiple thermal values
in overlapped points should be used.

In this study, the presented method processes the consecutive point clouds to form a complete thermographic 3D model
of the scene. The first step of the presented method is to remove outliers in the obtained point clouds to ensure the quality
of resulting point cloud data. This study uses a method based on local density analysis to identify and remove outliers. Next,
the consecutive point clouds were aligned using a global registration approach. Since the global registration methods do not
align the point clouds tightly, an Iterative Closest Point (ICP) method enhances the registration results.

The experiments were conducted for multiple scenarios using a passive thermography approach in order to assess the effi-
ciency and performance of the proposed method and demonstrate its applications in real case scenarios. Figure 1 demonstrates
the sample point cloud from an insulated pipeline under laboratory conditions.

Fig. 1. Sample point cloud collected by the platform from an insulated pipeline under laboratory conditions. The figure shows
the point cloud with thermal and visible values.
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3. Conclusion

In this paper, a method to register consecutive multi-modal point clouds has been presented. The experiments used
a novel multi-modal platform containing thermal, visible, and depth sensor to inspect multiple industrial components. The
results were investigated regarding the generation of thermal 3D models, specifically concerning outliers removal, point cloud
registration, and fusion of thermal values acquired from different FOVs. Therefore, the findings can contribute to the field of
industrial inspection by advancing the generation of multi-modal 3D models, which can provide different types of information
to be used for advanced visualization and analysis of operating components.
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