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Where   is temperature,   is time,   is thermal conductivity,   is density,    is specific heat and   is the distance 

in the heat flow direction. The heat wave heated in the form of a harmonic function is as follows: 
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Where    is the initial temperature generated by the heat source,   is the modulation frequency,   is the 

penetration depth,   is the thermal diffusion coefficient and   is the frequency. 

In the LIT technique, an external sine wave heat source is incident on the plate, and the response temperature 
signal records a 2D thermal distribution image in real time using an infrared system. A 4-point signal process is used to 
convert the phase and amplitude data of a 2D image generated by a heat source in the form of a sine wave. Figure 1 
shows the principle of the 4-point method. When there are four constant distance temperature data S1, S2, S3 and S4, 
the phase and amplitude are as follows: 
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The reflected heat wave is determined by its amplitude, phase and modulation frequency. The principle of 

defect detection is based on the fact that the defective area has a phase delay with respect to the sound area, and high-
level quantitative data can be obtained by utilizing the 4-point signal processing. 

 

 
Fig. 1. 4-point signal process principle of LIT 

2.2. Binary process 

There are many techniques for image analysis, and the simplest and fastest technique among them is to use a 
threshold to binarize an image[6,7]. It is used in many pre-processing steps in image processing, such as separating the 
background from objects in an image, extracting only pixels with a brightness value above a certain level, or simplifying 
the entire information in an image. The Otsu algorithm is the most representative method for probability calculating the 
threshold value of an image. 

The Otsu algorithm is a method of calculating the optimal threshold that can classify images into two classes by 
using a histogram based on gray scale. Based on the threshold value   in the binarized image, [0,k] is classified as ‘class 

1’ and [k+1] is ‘class 2’. Through this process, a binarized image can be obtained. In general, converting a 2D thermal 
image into a binarized image can clearly characterize the location of the defect. 

In order to classify the two binarized images, it is necessary to calculate an optimal threshold. When there is an 
M N size image with L intensity levels like 0, 1, 2, …, L-1, pixels with intensity values in [0,k] are classified as class 1, 

and intensity values in [k+1, L-1] are classified as class 2. The probability that a pixel is classified into class 1 and class 2 
is as follows: 
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The average intensity values of the pixels classified into class 1 and class 2 are as follows: 
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The average intensity values up to the k level among all images are as follows: 

              (10) 

 
To calculate the optimal threshold, the Otsu algorithm should apply the concept of between-class variance, as 

follows: 
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Calculating the optimal k value is a simple principle, but it can be calculated only by substituting all k values in 

the intensity range [0, L-1]. The k value was calculated using MATLAB software, and the principle of the Otsu algorithm 
is to classify the binarization based on the k value obtained in this way. 

3. Experiment setup of LIT 

3.1. Specimen 

In this study, plate specimen made of aluminium was used. There are circular artificial defects of various aspect 
ratios, the row axis being the same depth length and the column axis being the same diameter. Figure 2 shows the 
overall dimensions of the specimen, with a thickness of 10 mm and a square plate of 180 180 mm. Additionally, 16 

defects present in the plate are marked with unique indexing. The front side of the plate was coated with KRYLON black 
paint to maintain the emissivity of 0.95 or higher, and Figure 3 shows the shape of the front and back. Table 1 shows the 
thermal properties of aluminium. 

 
Fig. 2. Dimension schematic for circular defects in aluminium plate 
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(a) front (b) back 

Fig. 3. Front and back of aluminium specimen 

Table 1. Thermal properties of aluminium specimen 

Thermal Conductivity 210       

Specific Heat 921        

Thermal Diffusivity 9.7           

Density 2700       

Initial Temperature 22  

3.2. Experimental system of LIT 

Figure 4 shows the configuration of the experimental devices for the LIT technique used in this study. Heat is 
provided by two 1 kW halogen lamps as heat sources, controlled by a power amplifier and function generator. The 
temperature response signal generated by the heat source was measured by an IR camera of the SC645 (un-cooled, 
640 480 pixels, 7.5 ~ 13   ) model. A frame rate of 50 Hz was set for 4-point signal processing. The excitation 

frequency was adjusted in steps of 0.01 Hz in the range of 0.01 to 0.1 Hz. Thermal images were acquired using 
commercial FLIR R&D software. 

 
Fig. 4. Infrared experimental system for defect detection in LIT 

4. Results 

4.1. Optimal excitation frequency 

Phase and amplitude images were acquired by calculating the 4-point signal process of the LIT technique. 
Then, the SNR of the ROI was calculated to find the optimal frequency among the excitation frequency ranges. The 
average value of the 5 5 pixel area was calculated for the defective area and the sound area of the ROI, and the SNR 

equation is as follows[8,9]: 
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Where          and          are the arithmetic mean of all the pixels in the defective area and the sound 

area, respectively, and   is the standard deviation of all the pixels in the sound area. 

 
Figure 5 shows the SNR values for each excitation frequency of phase and amplitude. The highest SNR value 

can be seen at 0.01 Hz for phase and 0.02 Hz for amplitude. In addition, it can be seen that the amplitude data is 
quantitatively excellent because the SNR value of the amplitude is high overall. 

 

 
Fig. 5. SNR graph of phase and amplitude of excitation frequency range 

4.2. Filtering(1
st

 de-noising) 

After calculating the optimal excitation frequency for 1
st
 de-noising, filtering was applied to each image. The 

applied filtering was Median, Gaussian and NLmeans filtering, and the detectability was compared and analysed using 
the SNR equation. Figure 6 shows the raw image(non-filtering) and the filtered image, and Table 2 shows the SNR value 
for each image. Both phase and amplitude can confirm the highest detectability improvement in Median Filtering, and 
Gaussian and NLmeans filtering tend to decrease detectability, which requires a change in the previously used Kernel 
Mask. 

    
Raw Median Gaussian NLmeans 

(a) phase 
 

    
Raw Median Gaussian NLmeans 

(b) amplitude 
Fig. 6. 2D thermal images of phase and amplitude filtering applied 
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Table 2. SNR values of filtered 2D thermal image 

 Raw Median Gaussian NLmeans 

Phase 26.476 27.432 6.722 14.196 

Amplitude 32.929 35.705 17.299 22.071 

4.3. Morphological operation(2
nd

 de-noising) 

The Otsu algorithm was applied to perform binarization processing on the image to which 1
st
 de-noising(Median 

filtering) was applied. The phase and amplitude thresholds were calculated as 16 and 19, and are classified into class 1 
and class 2 based on the threshold values. Figure 7 shows a binarized image, and it can be confirmed that noise is 
present. 
 

  
(a) phase (b) amplitude 

  
Fig. 7. Binarized image of 2D thermal image with the Otsu algorithm applied 

Morphological operation was performed to remove noise. ‘bwareaopen’, ‘strel’ and ‘imfill’ functions were applied, 
and Figure 8 shows a binarized image with morphological operation applied. In order to apply boundary tracking, an 
automatic object recognition algorithm, it is necessary that the boundary of the object be smooth. 

 

  
(a) phase (b) amplitude 

  
Fig. 8. Binarized image with de-noising by applying morphological operation 

4.4. Automatic object recognition 

After 1
st
 and 2

nd
 de-noising was applied, an automated algorithm was applied to recognize defective objects in 

the image. Boundary tracking algorithm uses circularity metric to determine whether a circular object is defective after 
tracking the boundary of an object. Circularity metric is as follows[10,11]: 
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This metric means that the closer it is to 1, the closer it is to a circular shape. Also, it can be used only to 

recognize a circular object. The circular reading standard threshold set in this study was set to 0.7 and Figure 9 shows 
the image to which the algorithm is applied. 

 

 6  
(a) phase (b) amplitude 

Fig. 9. Circular defect detection using automatic object recognition algorithm 

It can be seen that 11 defects were detected in phase and 9 defects were detected in amplitude. Quantitatively, 
the amplitude data was good, but the qualitative analysis for defect identification was better in the phase. Also, in the 
amplitude image, both the 1

st
 row and 2

nd
 column defects failed to be detected, which can be regarded as the effect 

caused by the non-uniform heat source excitation. 
Optical IRT has a non-uniform heat source and generates a lot of noise compared to other techniques, so signal 

processing and filtering must be applied. However, it has the advantage of obtaining quantitatively excellent data, so it 
can be applied to various materials. 

5. Conclusions 

In this study, the back-side defect detection in the aluminium plate was performed using the LIT technique. 
Phase and amplitude data were acquired using 4-point signal processing, filtering was applied to improve the 1

st
 de-

noising detectability, and the performance of Median filtering was the best. After that, the Otsu algorithm was applied to 
acquire the binarized image, and morphological operation was performed for the 2

nd
 de-noising. Finally, automated 

defect detection was performed using the boundary tracking algorithm. Defects were detected with 11 in phases and 9 in 
amplitude, and it is difficult to detect defects with a small diameter or shallow depth. This requires uniform heat source 
excitation, and future research will develop a calibration algorithm mechanism that can overcome the limitations of non-
uniform heat source.  
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