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Abstract 

During the operation of wind power systems, problems such as damage may occur, in order to keep the 

system running normally and safely, regular maintenance of wind turbines is essential.  Currently, the main 

treatment is to detect the blades by carrying an infrared camera on board a UAV. However, infrared images can 

suffer from significant inhomogeneities due to the inconsistent response of the detector array of the infrared camera, 

the inconsistent spectral response of the infrared detector to environmental variations and incoming background 

radiation, and the combined effect of the camera's optical lens. The inhomogeneity of an image can greatly affect 

the accuracy of image segmentation. To solve this problem, In this paper, we propose a method for rapidly 

segmenting inhomogeneous images. Specifically, we introduce global and local information of the image into the 

energy term. We also introduce a detail map as the reference map for the edge stopping function, which improves 

the robustness of the image to the initial contour and improves the segmentation accuracy of inhomogeneous images 

while speeding up the segmentation. Correction of bias field is also realized simultaneously. The results demonstrate 

that our method achieves average accuracy of 96% in the task of performing segmentation of wind turbine defects 

with the shortest running time. Notably, our segmentation efficiency surpasses that of mainstream level-set 

techniques. 

Keywords: defect detection, bias correct, image segment. 

1. Introduction  

Wind power has recently received widespread attention as the most rapidly developing clean energy source, and 
its power generation capacity has greatly improved  [1]. However, wind turbine blades may encounter damage and other 
problems during the operation of wind power. To ensure safe operation, routine inspection and maintenance is very 
necessary, and since wind power usually has a relatively high height, the current inspection method is mainly to use drones 
carrying infrared cameras to inspect them. In addition, infrared images can prevent interference from dust or markers and 
avoid false alarms during the detection process. Infrared images have been widely used in the field of detection, but due 
to the imaging principle of infrared images, infrared images usually have problems such as low contrast, high noise, and 
fuzzy edges, and the images often also have uneven intensity during the acquisition process [2-6]. The inhomogeneity of 
image intensity can have a great impact on image segmentation, and Kass et al. proposed a widely used model for 
inhomogeneous density images, active contour model (ACM) [7]. Meanwhile, the field of medical image segmentation 
faces similar problem with inhomogeneous images, in order to solve this problem, the level set method (LSM) is mainly 
used to segment the target, [8-11].Li et al. proposed Distance Regularized Level Set Evolution model (DRLSE) [12], which 
facilitates the convergence of active contours by using length and region terms, and introduces distance regularzation 
terms to avoid periodic initialisation energy. Liu et al. [13] proposed two-level-set DRLSE model to segment two targets. 
Wali et al. [14] computationally solved the DRLSE model by employing the alternating direction method of multipliers 
(ADMM) and achieved the effect of speeding up the solution process and improving the segmentation accuracy. Cai et al. 
[15] proposed a novel model that adaptively adjusts the scale of the level-set model by estimating the inhomogeneity of 
the image grey level and combining it with image entropy, further enhancing segmentation accuracy. Weng et al. [16] 
proposed combining the retinex model with the level set model to simulate and calculate the bias field. In addition, there 
are many methods that combine global and local image information in stages [17][18]. Some researchers have also 
extended the level set approach to color image segmentation [19][20]. 

Since infrared images often have the problem of image inhomogeneity, and the grayscale level inhomogeneity of 
an image can have a great impact on image segmentation, image segmentation in the case of grayscale level 
inhomogeneity has often received attention. In order to reduce the effect of image inhomogeneity on segmentation, our 
paper proposes a new level-set method combining multiple descriptors without manually inputting the initial contour. Firstly, 
we obtain a coarse segmentation result based on variable thresholding of local statistics and use it as the initial contour of 
the level-set algorithm, and then improve the edge stopping function by combining it with a guided filter, which results in a 
better performance. The combination of global and local information in the energy term, and the introduction of image 
entropy, and the estimation of bias field, have improved the accuracy and convergence time of the segmentation results. 
The main contributions of this method are as follows: 

https://creativecommons.org/licenses/by-nd/4.0/deed.en
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1) Introducing the detail map of the image as a guide map for the edge stopping function enhances both 
segmentation speed and accuracy. 

2) Combining the global and local information of the image in the energy term reduces the problem of sensitivity 
to the initial contour of the level set method. 

3) Combining the local threshold segmentation method further increases the segmentation speed and accuracy. 

2. Background 

 
2.1 Coarsely segment 

As infrared images generally face more severe intensity inhomogeneities, the image is coarsely segmented using 
local statistical methods based on the image. 

The local standard deviation of an image can be a better representation of the structural and detail information of 
the image. It also shows the degree of intensity variation, and the standard deviation is increased in areas with larger 
gradients. The local standard deviation can be obtained by the following formula: 

𝑣(𝑚, 𝑛) =
1

9
∑  𝑛+1

𝑖=𝑛−1 ∑  𝑚+1
𝑗=𝑚−1 [𝑥(𝑖, 𝑗) − 𝑥̅(𝑚, 𝑛)]2                                                                 (1) 

Of which 

𝑥̅(𝑚, 𝑛) =
1

9
∑  𝑛+1

𝑖=𝑛−1 ∑  𝑚+1
𝑗=𝑚−1 𝑥(𝑖, 𝑗)                                                             (2) 

The variable threshold based on the local image is defined as 
𝑇 = 𝑎 ∗ 𝑣(𝑥, 𝑦) + 𝑏 ∗ 𝑥̅(𝑥, 𝑦)                                                                   (3) 

 
𝑚, 𝜎are the means and standard deviations of the pixels in the neighbourhood, respectively. 
Then, we can get g as the result of the segment.  
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                             (4) 

This results in a coarse segmentation of the infrared image and the result is used as the initial contour for the 
iterative process of the level set algorithm. 

 
2.2 Guided Filter 

The guided filter is a local linear transform filter with good edge retention properties. 
Its output can be expressed as 

𝑞𝑖 = ∑  𝑗 𝑊𝑖𝑗(𝐼)𝑝𝑗                                                                                (5) 

𝑊𝑖𝑗(𝐼) =
1

|𝜔|2
∑  𝑘:(𝑖,𝑗)∈𝜔𝑘

(1 +
(𝐼𝑖−𝜇𝑘)(𝐼𝑗−𝜇𝑘)

𝜎𝑘
2+𝜖

)                                                          (6) 

where I is the guidance image, p is the input and q is the output image. 

𝜔 is the number of pixels in region 𝜔𝑘, 𝜇𝑘 is the mean intensity value in the region, 𝜎𝑘
2 is the intensity variance in 

the region and ϵ is the regularisation parameter of the penalty term. 
By means of guided filtering, a detailed layer of the image can be obtained: 

 
;dI p q= −

 (7) 
The detail layer provides a good response to the boundary information of the area to be segmented in the image. 
 

2.3 related models 
2.3.1 CV models 

Chan and Vese proposed a model based on global information of the image[21], which reduce the affect of the 
noise and the blurry of the boundary during the process of segmentation. The energy function of the CV model is defined 
as: 

 

𝐸𝜀
𝐶𝑉(𝑐1, 𝑐2, 𝜙) = 𝜆1 ∫  

Ω
|𝐼(𝐱) − 𝑐1|2𝐻𝜀(𝜙(x))𝑑𝐱

+𝜆2 ∫  
Ω

|𝐼(𝐱) − 𝑐2|2(1 − 𝐻𝜀(𝜙(x)))𝑑𝐱

+𝜇 ⋅ ∫  
Ω

𝛿𝜀(𝜙(𝐱))|∇𝜙(x)|𝑑𝑥

 (8) 

where 𝑐𝑖 represents the average value inside and outside the image, and 𝜆𝑖  and 𝜇 are the constants. 𝜙 denoting 

the level set.𝐻𝜀(𝑥), 𝛿𝜀(𝑥) present Heaviside function and Dirac function, respectively. 
The formula for updating the energy function can then be obtained by the gradient descent method.  

   
∂𝜙

∂𝑡
= 𝛿𝜀(𝜙) [−𝜆1(𝐼(𝐱) − 𝑐1)2 + 𝜆2(𝐼(𝐱) − 𝑐2)2 + 𝜇𝑑𝑖𝑣 (

∇𝜙

|∇𝜙|
)] (9) 

However, the CV model evolves very slowly and does not work well enough for inhomogeneous image 
segmentation. 
2.3.2 LBF model 

The LBF model is based on local information and solves the problem of segmenting intensity inhomogeneous 
images by considering the intensity distribution to be uniform within a local region.[22] A Gaussian window function is used 
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to obtain the average internal and external grey values of the image in the local area of the evolution curve as energy. The 
energy function of the LBF model is defined as: 

 

𝐸𝐿𝐵𝐹(𝑓1, 𝑓2, 𝜙) = 𝜆1∫ [∫ 𝐾(𝐱 − 𝐲)|𝐼(𝐲) − 𝑓1(𝐱)|2𝐻𝜀(𝜙(𝑥))𝑑𝐲]𝑑𝐱

+𝜆2∫ [∫ 𝐾(𝐱 − 𝐲)|𝐼(𝐲) − 𝑓2(𝐱)|2𝑑𝐲][1 − 𝐻𝜀(𝜙(𝑥))]𝑑𝐱

+𝜇 ⋅ ∫
1

2
(|∇𝜙(𝐱)| − 1)2𝑑𝐱 + 𝜈 ⋅ 𝐿(𝜙(𝐱))

 (10) 

The LBF model is relatively effective in segmenting inhomogeneous images because local information is 
considered, but the model is sensitive to the initial position of the contours because global information is not considered. 
2.3.3 DRLSE model 

Li et al. propose a method that does not require reinitialization of the level set. They use the boundary stop function 
to guide the curve to converge to the contour boundary. The energy function may be expressed as: 

 𝐸(𝜙) = 𝜆∫ 𝑔(𝑥)𝛿(𝜙)|∇𝜙|𝑑𝑥 + 𝜈∫ 𝑔(𝑥)𝐻(−𝜙)𝑑𝑥 + 𝜇∫ 𝑅(|∇𝜙|)𝑑𝑥  (11) 
The three terms in the energy function are the edge detection term, the area term, and the penalty term. 
of which 

 𝑅(|∇𝜙|) = {

1

(2𝜋)2 [1 − cos (2𝜋|∇𝜙|)], |∇𝜙| < 1,

1

2
(|∇𝜙| − 1)2, |∇𝜙| ≥ 1.

 (12) 

It is possible to make the level set function 1 near the zero level set and the gradient modulus 0 away. 
The edge indicator g(x) is defined as 

 
2

1
( )

1 ( )
g x

G I x

=
+  

 (13) 

However, the DRLSE algorithm is very sensitive to the initial contour of the segmentation and will have different 
segmentation results for different initial contours, so it is not very suitable in some cases. 

Samad et al. compute DRLSE model by using the ADMM algorithm. This algorithm is significantly more effective 
in identifying the boundaries of regions of interest and reduces the time taken by the algorithm. 
2.3.4 ABC model 

Weng proposed additive bias correction (ABC) model based on intensity inhomogeneity. They integrate RETINEX 
model into level set model to get a ideal segmentation for intensity inhomogeneity images.  

They define the observed image as: 
 𝑖(𝒙) ≈ 𝑏𝑗(𝒙) + 𝑟(𝒙) + 𝑛(𝒙) for 𝒙 ∈ Ω𝑗 (14) 

So, they rewrite the energy function as 

 𝐸𝐴𝐵𝐶(𝜑, 𝑟, 𝒃) = ∫ ∑  2
𝑖=1 (∫ 𝐺𝜎(𝒚 − 𝒙)|𝑖(𝒙) − 𝑟(𝒚) − 𝑏𝑗(𝒚)|

2
𝑑𝒚) 𝑀𝑗(𝜑(𝒙))𝑑𝒙 (15) 

 
In addition, the method introduces the activation function tanh to enhance the accuracy of the bounds, rewrites 

equation (15) and reduces the length and regularization terms in the level set algorithm, reducing the complexity of the 
algorithm. 

 
∂𝜑

∂𝑡
= −𝛼𝛿(𝜑)tanh (

(𝑒1−𝑒2)

𝛽
) (16) 

 𝛽 = √
1

𝑀×𝑁
∑  𝑀

𝑖=1 ∑  𝑁
𝑗=1 (𝐼(𝑖, 𝑗) − 𝐼(̅𝑖, 𝑗))2 (17) 

 𝑒𝑗(𝒙) = ∫ 𝐺𝜎(𝒚 − 𝒙)|𝑖(𝒙) − 𝑟(𝒚) − 𝑏𝑗(𝒚)|
2

𝑑𝒚 (18) 

𝛽 is the standard deviation of the image. 

3. Proposed model 

 
               In this paper, a multiplicative model is used to represent the observed images to address the intensity 
inhomogeneity of the images: 

 𝐼 = 𝑏𝐽 + 𝑛 (19) 

Where 𝐼 is the observed image, 𝑏 is the bias field on the image, 𝐽 is the ideal image of uniform intensity and n is 

the noise. Where, for the bias field b, it is assumed that it varies slowly in the spatial domain and that each point can be 

approximated by a neighbourhood representation. For the ideal image J, the N disjoint regions can be approximated by N 
independent constants expressing N disjoint regions. By combining this model with the level set function energy 
formulation, this enables the possess of image segmentation and bias estimation could be done at the same time. To 
address the sensitivity of the level set method to the initial contours, two methods are proposed to enhance the robustness 
of the model to the initial contours. 

1. coarse segmentation of the input defect image by local standard deviation to ensure that errors in the position 
of the initial contour and the actual contour do not cause mis-segmentation or edge leakage. 

2. initialise the bias, in the process of introducing the bias field for iteration, most models such as the LIC(local 
intensity cluster) model define the initial bias as a matrix with element 1, at which point the initial state of the model 



 

4th Asian Quantitative InfraRed Thermography Conference, October 30, 2023, Abu Dhabi, U.A.E . 
 

 

 4 
 

degenerates into a CV model, and the cv model does not perform well in segmenting inhomogeneous images, with weak 
boundary images, and may lead to errors in image segmentation.  

In this paper, the energy generalisation of the level set function is defined as follows. 

 ( , , ) A B cE b c   = + +   (20) 

 where 𝜀𝐴，𝜀𝐵and 𝜀𝐶 denote the data term, the area term, and the penalty term, respectively, and they can be 

written as: 

2 2

1 1 2 2( ( ) ) ( ( )) ( ( ) ) (1 ( ( )))

( ( )) ( ( ))

( ) )

A

x x

B

C

h K f x bc H x dx h K f x bc H x dx

g f x H x dx

p x dx

     

  

  

 





 =  − −  − −



= −


= 


 



 （

          (21) 

1c , 2c represents the average intensity of the inner and outer contours, respectively, calculated as 

( ) ( ( ))

c
( ( ))

i

i

i

f x M x dx

M x dx









=



， 1 2( ( )) ( ( )), ( ( )) 1 ( ( ))M x H x M x H x   = = −                 (22) 

By introducing global variables, the influence of the initial profile before the iteration on the evolutionary results 
can be reduced and robustness increased. 

For the data term εA which acts to split the image into two homogeneous regions, the function Kσ(x) is a Gauss 
function with variance σ. The local intensity information of the image can be obtained by convolving the Gauss function. 
Combined with the local Shannon entropy of the image, the local Shannon entropy is introduced into the energy general 
function model, which can reflect the intensity variation characteristics within the neighbourhood of the image and ensure 
the processing of intensity inhomogeneous images. To improve the accuracy and enhance the noise immunity, the local 
entropy of the image is introduced, which has the property of reflecting the intensity change within the reaction area. The 
expression of local entropy is given by. 

 2
0

( ( )) ( ) log ( )
L

x x xh p y p y p y dy= −   (23) 

Where hx is the local entropy of pixel x, px(y)=ny/(m×n) is the probability density estimate of the grey level y 

in the m×n neighbourhood, and ny is the number of pixels with grey level y in the m×n neighbourhood. 

 

2

1
( ( ))

1 exp( ) * ( )d

g f x
I G f x

=
+ 

 (24) 

𝜌 is the normalisation factor and is the image detail layer obtained through the guided filtering, which can reflect 

the image edge information well and is favourable to the stop function for edge preservation. The introduction of a detail 

layer helps to improve segmentation accuracy and speed up segmentation. In the smooth region of the image, dI tend to 

0, while * ( )G f x being smaller, makes g(f(x)) converge to 1. Similarly, g(f(x)) converges to 0 in the border part of 

the image. 
The penalty term is εC. The level set function often oscillates periodically during curve evolution and must be 

periodically reinitialised as a signed distance function. to avoid reinitialisation, a penalty term is used to avoid complex 
reinitialisation. Cai Qing proposes a new penalty term to improve the neglect of energy minima and thus increase the 
accuracy of the algorithm segmentation.  

 

𝑝(𝑠) = {

1

5
𝑠3 −

3

10
𝑠2 +

1

10
，𝑠 ≤ 1

1

2
(𝑠 − 1)2, 𝑠 > 1

𝑝′(𝑠) = {
3

5
𝑠(𝑠 − 1), 𝑠 ≤ 1

𝑠 − 1, 𝑠 > 1

𝑑𝑝(𝑠) = {

3

5
(𝑠 − 1), 𝑠 ≤ 1

1 −
1

𝑠
, 𝑠 > 1

 (25) 

Because it is more difficult to calculate the H(x) function in practice, the smooth continuous Heaviside and Dirac 
functions are often used: 

 
1 2

( ) (1 arctan )
2

s
H s

 
= +  (26) 
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The approximate Dirac function is obtained by deriving Hε(s) as follows: 

 
2 2s






 
=

+（ ）
  (27) 

The complete energy function can be expressed as 

 

2

1 1

2

2 2

( , , ) ( ( ) ) ( ( ))

( ( ) ) (1 ( ( )))

( ( )) ( ( )) ( ) )

x

x

E b c h K f x bc H x dx

h K f x bc H x dx

g f x H x dx p x dx





  

 

   





 

=  −

−  − −

+ − + 





  （

  (28) 

By holding  in the energy function fixed, a minimisation of b results in 

2 21
1 1 2 2 1 2

2

( )*
; ( ) (1 ( )), ( ) (1 ( ))

*

IJ K
b J c H c H J c H c H

J K
   = = + − = + −                   (29) 

Solved by variational theory and gradient descent flow method to obtain. 

( )1 1 2 2( ) ( ( )) ( ) div( ( ) )pe e g f x d
t

 


         


= − − + +  


                         (30) 

Which 
2( ( ) )i x ie h K f x bc= −  

An explicit finite difference strategy is used to discretize Eq(30). 

( )
1

1 1 2 2( ) ( ( )) ( ) div( ( ) )
n n

pe e g f x d
t

 

 
         

−−
= − − + +  


                 (31) 

The initial energy function of the level set can be obtained by the formula.  

 0 0(0.5 )*2*g c = −  (32) 

As damage usually has a small area, the level set function is further binarized to reduce the effect of mis-
segmentation. 

1, 0

0, 0

BW if

BW if





= 


= 
                                                                        (33) 

Suppose there are n independent regions with BW value 1 as Ω1, Ω2 ⋯ Ω𝑛respectively, define 𝑁𝑖as the number of 

pixels in the 𝑖th region, if 𝑁𝑖 > 𝜂,then 𝐵𝑊(𝑥) = 0, 𝑥 ∈ Ω𝑖. where 𝜂 is a chosen threshold value. 

Recalculation 𝑐1, 𝑐2. 

( ) ( )

c
( )

i

i

i

f x M x dx

M x dx





=



， 1 2( ( )) ( ), ( ( )) 1 ( )M x BW x M x BW x = = −                         (34) 

and update to obtain the bias field b. 

2 21
1 1 2 2 1 2

2

( )*
; ( ) (1 ( )), ( ) (1 ( ))

*

IJ K
b J c BW x c BW x J c BW x c BW x

J K
= = + − = + −              (35) 

Because of 𝐼 = 𝑏𝐽 + 𝑛. Assuming that the noise is removed after processing. We can get the ideal image J by  

 
I

J
b

=  (36) 

The algorithm flow proposed in this paper is as follows: 

1 The initial contour of the segmentation is obtained by variable threshold processing based on local statistics, 
and the level set function is initialized according to the contour. It can be calculated by Eq. (32).  

2 Obtain the detail layer 𝐼𝑑  according to Eq. (7) 
3 For 𝑘 = 1: 𝑛; 

(1) Compute 𝑐1, 𝑐2by Eq. (22). 
(2) Obtain the estimated bias field b according to Eq. (29). 
(3) Evolve the level set function according to Eq. (31). 
4 Obtain the image binary mask according to the level set function to confirm the segmentation region. 
5 Calculate BW from Eq. (33) 
6 Recalculate 𝑐1 , 𝑐2 and update the bias field according to Eq. (34,35) 
7 Output the Image after correction of bias field from Eq. (36). 
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The time required by this algorithm to perform the segmentation is 6s and 18s respectively. The result of the 

segment and the image after bias correction are shown in Fig.1 
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Segment result Bias field bias correction 

Fig. 1. The result of segment and correction 

4. Experimental result 

In this section, we will use the method of obtaining infrared images of the defective part in the field with a UAV 
equipped with an infrared camera, all the experiments will be run on MATLAB through a PC with intel i7 2.3GHz CPU 
and 16GB RAM. In addition, the parameters in the experiments are set as follows: 

0 1 22, 1, 3.0, 0.002*255*255, =1, =900, t 0.15c      = = = = =  = ; 
In order to compare the effectiveness of each method for the segmentation effect, the defective places of the 

target image will be labelled by manual labelling method, and two values below will be used in this paper to judge the 
segmentation accuracy as well as the edge leakage. Ground truth is shown in Fig. 2. 

x

x

Groundtruth x segmentresult

Groundtruth

Accuracy
 



  
=


                                                      (37) 

x

x

Groundtruth x segmentresult

segmentresult

Leakage
 



  
=


                                                        (38) 

It can be seen that along with higher Accuracy , it proves that the segmentation of the image is able to 

contain the defective part effectively, and smaller leakage represents smaller mis-segmented region, so when accuracy 

is higher along with smaller Leakage  can indicate that the image segmentation is more accurate. 
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Img.1 Img.2. 

  
Img.3. Img.4. 

Fig. 2. The Ground truth of segment to Images 

Table 1. Metrics of each method for different images (bolded values for best results for graphs) 

Accuracy/Leakage proposed cv ABC DRLSE ADMM-
DRLSE 

LBF 

Img.1 0.9651 
/0.0778 

0.3488 
/0.9971 

0.9419 
/0.9812 

0.8256 
/0.3932 

0/1 0.9884 
/0.9968 

Img.2 0.9917 
/0.012 

0.4254 
/0.9908 

0.5395 
/0.9841 

0.6689 
 /0 

0.4123 
/0.9940 

0.4605 
/0.9851 

Img.3 0.9192 
/0.0808 

0.91 
/0.9959 

0.9239 
/0.8166 

0.6886 
/0.1459 

0.4637 
/0.9980 

0.7647 
/0.8383 

Img.4 0.9667 
/0.1063 

0.9641   
/0.8661 

0.8772 
/0.8764 

0.8922 
/0.6878 

0.9765 
/0.9833 

0.9667 
/0.9222 

 
4.1 Algorithm efficiency analysis 

To test the effect of bias field correction. At the same time, to better illustrate the effectiveness of the present 
model, this was compared with DRLSE, LBF, ABC, ADMM-DRLSE and CV model, the model parameters are set with 
reference to the respective literature, as the images are actually taken, a subjective approach is used to determine the 
segmentation accuracy, as well as the program running time is used to obtain the efficiency of the algorithm. The efficiency 
of the algorithm in this paper can be proved directly through Fig.3. As shown in Fig.4 to Fig.7, the method proposed in this 
paper can accurately find the real boundary and can segment the target boundary in a relatively short time, and has the 
characteristics of not affected by the initial contour, the segmentation speed is fast. 
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In order to compare the segmentation effect of each algorithm on the damage region under different conditions, 
the damage in four different cases are compared here. In the case of image 1 (Fig.4), the infrared image has a relatively 
small resolution with strong inhomogeneity, and in the face of the small target segmentation of Img. 1, the method proposed 
in this paper can segment it better, and it can be seen by comparing it with the manually labelled image that the segmented 
four-pixel points are consistent with the actual region to be segmented. By comparing the proposed evaluation metrics, the 
proposed method can greatly reduce the mis-segmentation under normal regions while including the majority of defective 
region pixels. 

In order to compare the boundary segmentation ability of the algorithm for weak boundary targets, Img.  2 (Fig.5) 
obtained during the shooting process will be used to compare the segmentation effect. The algorithm in this paper is able 
to segment regions with fuzzy boundaries with significantly better accuracy than the other algorithms and maintains very 
little leakage. 

The infrared image where the target is at the edge of the image like Img.3 (Fig.6) is selected as the experimental 
object for processing, and it can be found that the algorithm proposed in this paper can accurately segment the target 
under the condition of ensuring that there will be no mis-segmentation. 

Finally, as the level set algorithm in the face of the more dense non-connected targets easily caused by the 
segmentation results of different targets connected, so Img. 4 (Fig.7) used the visible image and infrared image alignment 
fusion processing operation, the figure contains a large number of damage region, which also contains a certain number 
of small targets, and the pixel distance is very close to the pixel distance, by comparing the various algorithms, it can be 
obviously seen that this paper's algorithm by comparing the algorithms, it is obvious that the algorithm in this paper can 
accurately segment each region independently. The advantages of the algorithm proposed in this paper can be compared 
more clearly through Fig.8. 

 
Fig. 3. Time required for different algorithms to segment different images respectively 

 
4.2 Analysis of bias field estimation 

Fig.9. can clearly see the effect of bias field estimation, the intensity image of the bias field can be obtained in the 
algorithmic process, and the image after bias field correction is shown, it can be clearly observed that the intensity non-
uniformity of the corrected image is optimized, which has a significant improvement in the segmentation accuracy. 
Comparing the ABC algorithm, it can be seen that the proposed algorithm in this paper has improved the inhomogeneity 
correction of the image. Also, this action increases the accuracy of image segmentation under inhomogeneous conditions. 
In order to show more intuitively how well the algorithm corrects for image inhomogeneity, Nonuniformity is used to evaluate 
the algorithm's residual of nonuniformity. The value of Nonuniformity is obtained by calculating through equation (39). 

 𝑁𝑈 =
1

𝑌̅
√

1

𝑀𝑁
∑  𝑀

𝑖 ∑  𝑁
𝑗 (𝑌𝑖𝑗 − 𝑌̅)

2
                                                                      (39) 

Where 𝑌𝑖𝑗 is the gray value of point (𝑖, 𝑗) of the image 𝑌̅ is the mean gray value of the image and M,N is 

the length and width of the image respectively. The algorithm proposed in this paper and the ABC algorithm to get 
the bias field corrected images to determine the residual image inhomogeneity by the NU value, the NU value of 
the corrected maps of the two algorithms for the four images are recorded in Table 2. After comparison it can be 
found that the algorithm proposed in this paper also has better results in the effect of non-uniformity correction. 
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a b c 

   

d e f 
Fig.4. the segmentation of image 1. a) is the proposed method, t=6.06s; b) DRLSE t=18.98s c) LBF t=10.06s d) 

ABC t=7.06s e) ADMM-DRLSE t=2.6s f) CV t=32s 
 

   
a b c 
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d e f 

Fig.5 the segmentation of image 2.  a) is the proposed method, t=19.42s; b) DRLSE t=34.35s c) LBF t=21.7s d) 
ABC t=40.65s e) ADMM-DRLSE t=27.77s f) CV t=40.12s 

 
 

   
a b c 
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d e f 

 
Fig.6 the segmentation of image 3.  a) is the proposed method, t=7.15s; b) DRLSE t=12.04s c) LBF t=9.17s d) ABC 

t=20.37s e) ADMM-DRLSE t=8.16s f) CV t=15.6s 

   
a b c 

   
d e f 

Fig.7 the segmentation of image 4.  a) is the proposed method, t=18.04s; b) DRLSE t=36.6s c) LBF t=23.7s d) ABC 
t=37.06s e) ADMM-DRLSE t=24.26s f) CV t=43.6s 
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Fig.8 Img.3 the detailed comparison of segmentation results. The proposed algorithm, ABC, DRLSE, CV, LBF and 
ADMM-DRLSE algorithms are used in each column respectively. 
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a b c 

Fig.9 a) is the original image; b) is the result of ABC algorithm to correct for image inhomogeneity c) is the result 
of proposed method to correct for image inhomogeneity 

 
Table 2. NU values of images corrected by proposed algorithm and the ABC algorithm 

 Img1 Img2 Img3 Img4 

Proposed 0.1416 0.0960 0.0895 0.1074 

ABC 0.5516 0.3937 0.2173 0.1056 

 

5. Conclusion 

In order to ensure the normal operation of wind turbines, regular testing and maintenance are very necessary. 

Drones equipped with infrared cameras are used to shoot the wind power equipment, and infrared images can 

effectively avoid the influence of dirt on damage area assessment. After shooting the equipment with damage, the 

damage area is a very necessary measure, but due to the infrared camera imaging principle and equipment 

limitations, infrared images often have the problem of uneven intensity. This problem will seriously affect the 

segmentation of defects. In this regard, an active contour model based on multiple descriptors and combining local 

and global information can effectively segment the intensity inhomogeneous image accurately and correct its 

inhomogeneity. Our method can effectively avoid the sensitivity of the level set method to the initial contour, while 

realizing the automatic segmentation of defects. After a number of experiments to verify, our algorithm can carry 

out accurate segmentation in a relatively short period of time, and can largely suppress the inhomogeneity of the 

image, and can also achieve good segmentation results for targets with weak boundaries. 
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